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1 Université catholique de Louvain, Louvain-la-Neuve, Belgium
2 Telecom ParisTech, France

Abstract. The Mafia fraud consists in an adversary transparently relaying the
physical layer signal during an authentication process between a verifier and a
remote legitimate prover. This attack is a major concern for certain RFID systems,
especially for payment related applications.
Previously proposed protocols that thwart the Mafia fraud treat relaying and non-
relaying types of attacks equally: whether or not signal relaying is performed,
the same probability of false-acceptance is achieved. Naturally, one would expect
that non-relay type of attacks achieves a lower probability of false-acceptance.
We propose a low complexity authentication protocol that achieves a probability
of false-acceptance essentially equal to the best possible false-acceptance prob-
ability in the presence of Mafia frauds. This performance is achieved without
degrading the performance of the protocol in the non-relay setting. As an addi-
tional feature, the verifier can make a rational decision to accept or to reject a
proof of identity even if the protocol gets unexpectedly interrupted.
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1 Introduction

Radio Frequency Identification (RFID) allows to identify and authenticate objects or
subjects wirelessly, using transponders — micro-circuits with an antenna — queried by
readers through a radio frequency channel. This technology is one of the most promising
of this decade and is already widely used in practice (e.g., access cards, public trans-
portation passes, payment cards, passports). This success is partly due to the steadily
decrease in both size and cost of passive transponders called tags. The characteristics
of this technology — ubiquity, low-resource, wireless — open a security breach that is
seriously considered by the US National Institute of Standards and Technology, which
recently published guidelines on how to securely develop RFID systems [16].

In 1987 Desmedt et al. [6] introduced the Mafia fraud3 that defeated any authenti-
cation protocol. In this attack, the adversary successfully passes the authentication by
relaying the messages between the verifier and a remote legitimate prover. When it was

3 Sometimes referred to as ‘relay attack.’



introduced, the Mafia fraud appeared somewhat unrealistic since the prover is supposed
unaware of the manoeuvre.

Nowadays, the Mafia fraud is a major issue of concern for RFID systems. We illus-
trate this in the following example. Consider an RFID-based ticket machine in a theater.
To buy a ticket, the customer needs to be close enough to the machine (RFID reader)
such that his pass (RFID tag) is in the field of the machine. The pass can be kept in
the customer’s pocket during the transaction. A ticket is delivered by the machine if the
pass is able to prove its authenticity. Assume there is a line of customers waiting for
a ticket, including Alice the victim. Bob and Charlie are the adversaries: Bob is far in
the queue close to Alice, while Charlie faces the machine. When the machine initiates
the transaction with Charlie’s card, Charlie forwards the received signal to Bob who
transmits it to Alice. The victim’s tag automatically answers since a passive RFID tag
— commonly used for such applications — responds without requiring the agreement
of its holder. The answer is then transmitted back from Alice to the machine through
Bob and Charlie who act as relays. The whole communication is transparently relayed
and the attack eventually succeeds: Alice pays Charlie’s ticket. Note that Bob must be
close to the victim in order to query her tag. In such an application, the communication
distance is either a few centimeters (when the tag is ISO 14443-compliant [13]) or a
few decimeters (when the tag is ISO 15693-compliant [14]). This is more than enough
to enable an adversary to illegitimately query the tag of a passerby. In 2005, Hancke [9]
successfully performed a Mafia fraud against an RFID system where the two colluders
where 50 meters apart and connected through a radio-channel.

In 2007, Halváč and Rosa [8] noticed that the standard ISO 14443 [13] for proximity
cards and widely deployed in secure applications, can easily be abused by a Mafia
fraud due to the untight timeouts in the communication. Indeed, ISO 14443 specifies
a frame waiting time (FWT) such that the reader is allowed to retransmit or give up
the communication if the queried tag remains unresponsive while the FWT is over. The
FWT is equal to FWT = (256×16/fc)×2FWI, where fc is the frequency carrier (13.56
MHz in almost all secure RFID applications), and where FWI is the Frame Waiting time
Integer, a value chosen between 0 and 14. By default FWI = 4, which means that FWT =
4.8 ms. However, when the tag needs more time to process the information it receives, it
can impose the reader to increase the FWI up to 14, which corresponds to FWT = 4949
ms. (This feature is used for example by electronic passports that implement active
authentication [11]. Passports are not able to compute an RSA or ECC signature on the
fly within 4.8 ms and so require a larger FWT.) During a Mafia fraud the adversary can
request the reader to increase its timeout up to 4949 ms, which gives her enough time
to perform the attack over a long distance using for instance Internet.

2 State of the Art and Contributions

In 1990 Brands and Chaum [2] proposed a protocol that thwarts the Mafia fraud and
which is based on the idea of a proximity check introduced in [1]. The protocol, depicted
in Figure 1, consists of a fast phase followed by a slow phase. During the fast phase, the
verifier and the prover exchange random one-bit messages and the verifier measures the
round trip time (RTT) of the exchanges. After n rounds, where n is a security parameter,



the slow phase is engaged. The verifier asks the prover to sign the received and sent
bits, and, upon reception of the signature, and given the measured RTT, the verifier
decides whether or not to accept the proof of identity. The probability that a Mafia
fraud succeeds is then (1/2)n.

Verifier Prover
(secret k) (secret k)

Start of fast phase
for i = 1 to n

Random Ci ∈ {0, 1} Random Ri ∈ {0, 1}
Start Clock

Ci−−−−−−−−→

Stop Clock
Ri←−−−−−−−−

Check ∆ti ≤ ∆tmax

End of fast phase

Check signature
Signk(C1||R1||···||Cn||Rn)←−−−−−−−−−−−−−−−−−−−−−−−

Fig. 1. Brands and Chaum’s protocol

It is only in 2005, after Hancke put into practice a mafia fraud [9] that proximity
check protocols4 came back under the spotlights. The same year, Hancke and Kuhn [10]
published a new distance bounding protocol that is today a key reference. Depicted in
Figure 2, their protocol consists of a slow phase followed by a fast phase. In the slow
phase, the verifier and the prover first exchange random nonces, then, based on the
nonces and the secret key, they compute two secret registers in the form of n-bit strings
V and W . The fast phase consists of n rounds. During the ith round, the verifier sends
a random bit and the prover answers the ith bit Vi of V if the challenge is 0, and the ith
bit Wi of W if the challenge is 1.

As explained in [10], the false-acceptance rate (FAR) is (3/4)n instead of (1/2)n, as
in Brands and Chaum’s protocol, because an adversary can query the prover between the
slow phase and the fast phase in order to obtain one full register. However, the protocol
has interesting properties such as the absence of a signature at the final stage which
allows the verifier to make a ‘rational’ decision on whether to accept or to reject a proof
of identity even in cases where the protocol gets unexpectedly interrupted. In practice,
one could imagine the situation where the verifier accepts a proof of identity provided
that a minimal number of correct fast phase replies are given, so that to allow some
flexibility in the event of an interrupted authentication. In contrast, with the Brands and
Chaum protocol, if the protocol does not end properly, i.e., if the final signature is not

4 In the literature often referred to as ‘distance bounding protocols.’



Verifier Prover
(secret k) (secret k)

Random Na
Na−−−−−−−−→
Nb←−−−−−−−− Random Nb

V ‖W := Hk(Na, Nb)
with ‖V ‖ = ‖W‖ = n

Start of fast phase
for i = 1 to n

Random Ci ∈ {0, 1}
Start Clock

Ci−−−−−−−−→
Ri =


Vi, if Ci = 0
Wi, if Ci = 1

Stop Clock
Ri←−−−−−−−−

Check correctness of
Ri’s and ∆ti ≤ ∆tmax

End of fast phase

Fig. 2. Hancke and Kuhn’s protocol

received by the verifier, it is difficult for the verifier to infer about the validity of the
proof of identity.

Since 2005, several protocols have been proposed. Either they are based on the
approach of Brands and Chaum, require a final signature, and target (1/2)n as FAR
( [2–5, 17–21, 24, 25]), or, they follow the Hancke and Kuhn approach, have no final
signature, and target (3/4)n as FAR ( [10, 23]).5

Note that for both families of protocols the security is solely based on the number
of fast phase rounds, which in practice cannot be made very large.6 Moreover, for both
families a FAR of (1/2)n (or (3/4)n) can be achieved even without carrying a mafia
fraud. In other words, these protocols do not distinguish between an attacker that relay
signals from an attacker that does not relay signals. As a consequence, because n can’t
be made large, these protocols are not suitable for applications where a high level of
security is demanded, yet mafia frauds are hard to perform.

Below we provide a new low complexity distance bounding protocol that, in par-
ticular, combines the advantages of the BC and HK families. It does not require a final
signature, it achieves a FAR essentially equal to (1/2)n in the presence of Mafia frauds,
and achieves the same level of security with respect to non-Mafia type of attacks as com-
mon challenge-response authentication protocols (e.g., compliant with ISO 9798 [15]).

5 A comparison of most of these protocols is given in [17].
6 To the best of our knowledge, distance bounding protocol haven’t been implemented yet.



3 Protocol

3.1 Protocol requirements and assumptions

In the presence of a legitimate prover, the authentication protocol must guarantee that
the verifier always accepts his proof of identity. The protocol must also prevent an
adversary of being falsely identified, assuming she can participate either passively or
actively in protocol executions with either or both the prover and the verifier. This means
that the adversary can both eavesdrop protocol executions between the legitimate prover
and the verifier (passive attack), and be involved in protocol executions with the verifier
and the legitimate prover separately or simultaneously (active attack). We assume that
neither the prover nor the verifier colludes with the adversary, i.e., the only information
the adversary can obtain from the prover or the verifier is through protocol executions.

3.2 Protocol description and initialization

The protocol we describe in this section may, for certain RFID applications, require too
much memory. Nevertheless, to simplify the exposition, we present and analyze this
version of the protocol and later (Section 5) provide a twist that allows to drastically
reduce the memory requirement while not affecting the security of the protocol.

The protocol consists of a ‘slow’ authentication phase followed by a ‘fast’ proximity
check phase. Both phases have their own security parameters: m (credential size) for
the authentication and n (number of rounds) for the proximity check.

Initialization. Prior to the protocol execution, the legitimate prover and the verifier
agree on the security parameters m and n and a common secret key k.

Authentication. The verifier first sends a random nonce Na to the prover, in the form
of a bit string. The prover then generates a random nonce Nb and, based on Na and Nb,
computes a keyed-hash value Hk(Na, Nb) whose output size is at least m + 2n+1 − 2
bits. The prover sends to the verifier both Nb and [Hk(Na, Nb)]m1 , which denotes the
first m bits of Hk(Na, Nb). (The length of the bit strings Na and Nb is discussed in
Section 4.)

Proximity check. Using the subsequent 2n+1 − 2 bits of the hash value Hk(Na, Nb),
denoted [Hk(Na, Nb)]m+2n+1−2

m+1 , the prover and the verifier label a full binary tree of
of depth n as follows (see Figure 4 for an example). The left and the right edges are
labeled 0 and 1, respectively, and each node (except the root) is associated with the
value of a particular bit in [Hk(Na, Nb)]m+2n+1−2

m+1 in a one-to-one fashion.7

An n-round fast bit exchange between the verifier and the prover proceeds using the
tree: the edge and the node values represent the verifier’s challenges and the prover’s

7 To do this one can sequentially assign the bit values of [Hk(Na, Nb)]
m+2n+1−2
m+1 to all the

nodes of the tree by starting with the lowest level nodes, moving left to right, and moving up
in the tree after assigning all the nodes of the current level.



Verifier Prover
(secret k) (secret k)

Random Na
Na−−−−−−−−−−−−−−→

Compute Hk(Na, Nb)
Nb,[Hk(Na,Nb)]m1←−−−−−−−−−−−−− Random Nb, Compute Hk(Na, Nb)

Start of fast phase
for i = 1 to n

Random Ci ∈ {0, 1}
Start Clock

Ci−−−−−−−−→
Ri := Node(C1 . . . Ci)

Stop Clock
Ri←−−−−−−−−

Check correctness of
Ri’s and ∆ti ≤ ∆tmax

End of fast phase

Fig. 3. Tree-based RFID distance bounding protocol.

replies, respectively. At each step i ∈ {1, 2, . . . , n} the verifier generates a challenge
in the form of a random bit Ci and sends it to the prover. The prover replies Ri =
Node(C1 . . . Ci), the value of the node in the tree whose edge path from the root is
C1, C2, . . . Ci.

In the example illustrated by Figure 4, the verifier always replies 0 in the second
round unless the first and the second challenges are equal to 1 in which case the verifier
replies 1, i.e., Node(00) = Node(01) = Node(10) = 0 and Node(11) = 1.

Finally, for all i ∈ {1, 2, . . . , n}, the verifier measures the time interval ∆ti between
the instant Ci is sent until Ri is received.

���� ���� ���� ���� ���� ���� ���� ����

0 1

0 1 0 1

1 1

0 10 0

0 1 0 1 0 1 0 1

1 1 0 1 1 0 1 0

Fig. 4. Decision tree with n = 3. The thick line path in the tree corresponds to the verifier’s
challenges 0, 1, 0 and the prover’s replies 1, 0, 0.



Final decision. The verifier accepts the prover’s identity only if the m authentication
bits are correct and if the n replies of the fast phase are correct while meeting the time
constraint of the form ∆ti ≤ ∆tmax, i ∈ {1, 2, . . . , n}. A typical threshold value for
∆tmax is 2d/c, where d denotes the distance from the verifier to the expected position
of the prover and where c denotes the speed of light.

4 Security Analysis

Protocols belonging to the HK family do not distinguish authentication from proximity
check, which means that the security level of the proximity check is as high as the
authentication one, in other words the credential parameter m is equal to the number
of fast phase rounds n. While m = 64 is a realistic assumption,8 n = 64 seems to
be unpracticable due to the limited transaction time and because a proximity check
over many bits seems already a practical challenge. In our protocol, authentication and
proximity check are distinct. We can keep m = 64 while choosing a smaller n. A
conservative value for the nonces’ lengths is |Na| = |Nb| = m = 64 bits.

We analyze our protocol by considering two cases, depending on whether or not the
legitimate prover is reachable during the attack.

4.1 Attack in the absence of a legitimate prover

The case where the legitimate prover is unreachable right during the attack is similar to
the classical cryptographic model. To succeed the adversary must pass both the authenti-
cation and the proximity check, without knowing the secret key. Since the hash function
Hk is supposed to be cryptographically secure, we can consider that [Hk(Na, Nb)]m1
provides no information about [Hk(Na, Nb)]m+2n+1−2

m+1 , i.e., the authentication reveals
nothing about the proximity check and vice versa. The protocol thus achieves the same
security level as any challenge-response protocol whose credential size is m + n bits.

4.2 Attack in the presence of a legitimate prover

When the legitimate prover is reachable during the attack, the adversary can execute
a Mafia fraud in order to successfully pass the authentication step. The FAR is then
computed as follows.

Due to the time constraint, the adversary cannot usefully relay information between
the verifier and the prover during the fast phase without being detected; the adversary’s
reply at time i must be independent of the verifier’s challenge at time i, for any i ∈
{1, 2, . . . , n}. However, there is no time measure before the fast phase, which allows
the adversary to query the legitimate prover with one sequence of challenges C̃n ,
C̃1 . . . C̃n, hoping these will correspond to the challenges Cn , C1 . . . Cn provided by
the verifier during the fast phase.

8 Note that attacks cannot be performed off-line.



Since the probability of false acceptance is the same given any C̃n, without loss
of generality we assume that the adversary queries the prover with the all-zero se-
quence, i.e., C̃n = 0n. The adversary is then successful only if R̃i = Ri for all
i ∈ {1, 2, . . . , n}, where R̃i denotes the adversary’s reply at time i.

Letting t be the first time i ≥ 1 when Ci = 1, we have that R̃i = Ri for i ∈
{1, 2, . . . , t−1}, and R̃i = Ri with probability 1/2 for i ∈ {t, t+1, . . . , n}, because the
adversary can still try her chance by sending random replies once Ci = 1 is observed.
Therefore, letting Rn = R1, R2, . . . , Rn, the probability of a successful attack over one
particular protocol execution can be computed as

Pr(R̃n = Rn) =
n∑

i=1

Pr(R̃n = Rn|t = i) Pr(t = i)

+ Pr(R̃n = Rn|Cn = 0n) Pr(Cn = 0n)

=
n∑

i=1

2−(n−i+1)2−i + 2−n

= 2−n(n/2 + 1) .

5 Multiple Trees: Balancing FAR and Memory Requirement

The second phase of the protocol is memory consuming; for n fast phase rounds we
need to store

2n+1 − 2

bits. We now provide a means to drastically reduce this memory requirement by means
of multiple trees.

Consider a fast phase based on α small trees of depth k, rather than based on a single
large tree of depth n = αk. The fast phase proceeds in the same way than described in
Section 3.2 except that now the verifier accepts a proof of identity only if the k replies
of each of the α trees are correct. Using multiple trees requires to store

α(2k+1 − 2) (1)

bits for the fast phase and the FAR guaranteed by the proximity check equals to
(
2−k (k/2 + 1)

)α
. (2)

It is easily seen that the use of multiple trees in place of a single tree reduces the storage
requirements at the expense of the false-acceptance rate. In general, among all pairs
(α, k) that achieve a targeted probability of false-authentication in the presence of ac-
tive attacks, one may want to pick the pair for which α is maximal so that to reduce
the storage requirement. When α = 1 and k = n (single tree case), the storage re-
quirement is maximal and the probability of false-acceptance is minimal. At the other
extreme, when α = n and k = 1, the fast phase of our protocol corresponds to the
Hancke and Kuhn protocol [10]. The storage requirement is minimal, equal to 2n, and



the probability of false-acceptance is maximal, i.e., (3/4)n. Finally note that, in order
for the FAR of the proximity check to decay as (1/2)n instead of (3/4)n, it is necessary
and sufficient that k is a growing function of n.9 Letting, for instance, k = log2 n and
α = n/ log2 n, the storage requirement becomes

2n2

log2 n
(1− 1/n)

which is already a huge improvement compared to the single tree case (2n+1 − 2) for
n ≥ 2.

The key in reducing the FAR from (3/4)n, given by the Hancke and Kuhn protocol,
to (1/2)n lies in the dependencies of the answers provided by the prover. In the Hancke
and Kuhn protocol, the reply at time i is only a function of the ith challenge. When
using trees, the ith reply potentially also depends on challenges that are posterior to
the ith challenge, making it less likely for an adversary to succeed. Interestingly, the
past dependency for each reply need only be ‘mild’: to achieve 2−n it is sufficient to
consider many trees each of small depth log2(n), i.e., each reply depends at most on the
last log2(n) challenges. As a consequence, the storage requirement can be maintained
low; the storage requirement grows quadratically with n instead of exponentially as in
the single tree case. The bottom line is that the use of multiple trees allows to drastically
reduce the storage requirement without penalizing the false-acceptance rate.

As a numerical example, to achieve a FAR of 0.01% in the presence of Mafia frauds,
the Hancke and Kuhn protocol requires 32 rounds, the Brands and Chaum 14 rounds,
and ours 17 rounds. With these parameters, our protocol allows to reduce the FAR down
to 0.01% · 2−m (m is typically equal to 64 or 128.) with respect to non-Mafia types of
attacks, in contrast with the Hancke and Kuhn and the Brands and Chaum protocols.

For our protocol, the use of a single tree of depth 17 necessitates 32 Kbytes of
memory, but a FAR of 0.01% in the presence of Mafia frauds can also be obtained by
using two trees each of depth 9. This decreases the needed memory down to 256 bytes
(0.25 Kbytes). For comparison, a typical chip for ePassports contains roughly 40Kbytes
of EEPROM and 6Kbytes of RAM.

6 Computation

Note that only one step of the protocol involves computation, the hash value. In partic-
ular, the labeling of the nodes involves no computation, and selectors can efficiently be
implemented in wired logic to directly access these values.

Tags that include a microprocessor usually embed a hash function — this is for
example mandatory for tags compliant with DOC 9303 [11] which imposes SHA-1.

9 More precisely, when k is a growing function of n, the exponential rate at which the FAR
decreases with respect to n approaches one as n grows, i.e.,

− 1

n
log2(FAR)

tends to 1 as n tends to infinity.



Note that some tags, e.g., Oberthur ID-One EPass 64 [22], implement even the SHA-
256 hash function.

Tags without microprocessor usually do not implement a standardized hash func-
tion. Instead, a symmetric cipher is available, which can be either a stream cipher or
a block cipher. The cipher can then be the building block of a hash function [12]. We
note that in 2004, Feldhofer, Dominikus, and Wolkerstorfer [7] proposed a lightweight
implementation of AES in less than 4 000 logic gates, enabling its implementation with
wired logic only. We are not aware of commercial products using this implementation,
though.

7 Concluding Remarks

The contribution of this paper consists in a low complexity tree-based RFID distance
bounding protocol that combines the advantages of the protocols belonging to the Brands
and Chaum’s family with the advantages of the protocols belonging to the Hancke and
Kuhn’s family. In particular, it essentially achieves the optimal false-acceptance prob-
ability in the presence of Mafia frauds and it allows the verifier to make a rational de-
cision even if the protocol does not end properly. In contrast with previously proposed
distance bounding protocols, the security of the present protocol when the adversary
can perform relay attacks does not come at the expense of the security of the protocol
when the adversary cannot perform relay attacks. Our protocol achieves the same level
of security with respect to non-Mafia type of attacks as common challenge-response
authentication protocols.

Our protocol is suited, in terms of memory and computation, to current RFID tags
designed for secure applications. It is so a solid candidate for environments where on-
the-fly authentication is needed while dealing with Mafia type of frauds, e.g., in e-
payment and public transportation.
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