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Conferencing in Wyner’s Asymmetric Interference
Network: Effect of Number of Rounds

Michèle Wigger, Senior Member, IEEE, Roy Timo, Member, IEEE, and Shlomo Shamai (Shitz), Fellow, IEEE

Abstract— We determine the exact per-user multiplexing
gain (MG) of Wyner’s soft-handoff network model when neigh-
bouring transmitters and neighbouring receivers can communi-
cate over rate-limited pipes. The per-user MG is determined,
in function of the capacities of these conferencing links and
of the maximum number of allowed conferencing rounds. The
results reveal a certain duality between transmitter and receiver
conferencing. The per-user MG remains unchanged when one
exchanges the transmitter-conferencing parameters (conferencing
prelog and the maximum number of permitted rounds) and the
receiver-conferencing parameters. The results also show that for
small conferencing prelogs (≤ 1/6), single conferencing rounds
suffice to attain the maximum per-user MG when the number
of conferencing rounds is unlimited. For moderate conferencing-
prelogs, multiple (but finite) number of conferencing rounds are
required to achieve the same per-user MG as with unlimited
conferencing rounds. Finally, for large conferencing prelogs, the
per-user MG saturates at a value < 1 depending on the number of
allowed conferencing rounds, and every additional transmitter- or
receiver-conferencing round increases the saturation level. With
unlimited conferencing rounds the per-user MG is 1 when the
transmitter- and receiver-conferencing-prelogs are ≥ 1/4.

Index Terms— Cellular networks, user cooperation, degrees of
freedom, dirty-paper coding, successive interference cancellation.

I. INTRODUCTION

CONSIDER a future wireless communications net-
work where neighbouring transmitters and neighbouring

receivers cooperate over dedicated conferencing links that do
not interfere with the main communications channel. Our goal
in this work is to determine exactly how the network’s per-
formance depends on the number of interactive conferencing
rounds that are allowed to take place between the transmitters
and receivers. Our motivation for studying this problem rests
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on the fact that conferencing will play an important role
in meeting future wireless demands [1], and protocols with
fewer conferencing rounds are more desirable in practice. For
example, conferencing is often subject to stringent latency
constraints, and the transmitters and receivers often have
limited memory and computational capabilities.

Willems’ [2] showed that a single conferencing round (dur-
ing which the transmitters exchange parts of their messages)
is optimal for the two-user discrete memoryless multi-access
channel (MAC). The same conclusion holds for the two-user
memoryless Gaussian MAC [3], [4]; the three-user Gaussian
or discrete memoryless MAC, where the transmitters cooperate
over “public links” that are observed by all transmitters [5];
and for the compound discrete memoryless MAC [6]. For
the three-user memoryless Gaussian MAC with “private”
conferencing links where each transmitter can send cooper-
ation information only to its left-neighbour, two conferencing
rounds (during which the transmitters share and relay parts of
their messages) are sum-rate optimal at high signal-to-noise
ratio (SNR) [7].

A single conferencing round is also optimal for the physi-
cally degraded two-user discrete memoryless broadcast chan-
nel (BC) with conferencing receivers [8]. For general broadcast
channels, however, this does not seem to be the case, and
Dabora and Servetto proposed an interactive two-round con-
ferencing protocol [8], [9]. Interactive two-round conferencing
protocols have also been proposed for two-user discrete mem-
oryless BCs for scenarios where both receivers are interested
in the same message or where only one of the two receivers
has a message to decode [10]. Conferencing has been studied
in many other scenarios (e.g., [10]–[17]), with a general focus
on small networks with one or two conferencing rounds.

In this work we consider a large interference network
with K (arbitrary large) transmitters and receivers, and we
analyze how the network’s performance depends on the
number of conferencing rounds. Specifically, we consider
Wyner’s asymmetric soft-handoff model [18]–[20] shown
in Figure 1. Here the K transmitters and receivers are
aligned on opposite grids, and each transmitted signal is
received at the corresponding receiver and the receiver
to its right. Although Wyner’s model is a significant
simplification of real-world cellular systems, it does offer
valuable information-theoretic insights for systems that
operate with many simultaneously active users [21]. For
example, the model appears to be particularly relevant for
high-demand reliable high-rate communications in modern
cellular systems, where different cells/micro-cell/users
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Fig. 1. Wyner’s asymmetric interference network with rate-limited noise-
less cooperation links between neighbouring transmitters and neighbouring
receivers.

simultaneously share the same resources (time/frequency/
space). We have adopted Wyner’s model in this work because
it provides a tractable framework and ideal starting point for
accessing the role of cooperation in such systems.

Each transmitter can conference with its immediate left- and
right-neighbours over dedicated non-interfering conferencing
links of capacity

μTx · 1

2
log(1 + SNR)

where this conferencing communication can take place over at
most κTx rounds. (SNR stands for signal-to-noise ratio.) Each
receiver can conference with its immediate left- and right-
neighbours over dedicated non-interfering links of capacity

μRx · 1

2
log(1 + SNR),

over at most κRx rounds.
For the Wyner model in Figure 1 this implies that informa-

tion about a transmitter’s message can propagate only as far
as its κTx left- and right-neighbours, and information about a
receiver’s output signal can propagate only to its κRx left- and
right-neighbours. Related scenarios with large interference net-
works have been studied in [22]–[30]. In contrast to this paper,
the cooperation-information in [22], [23], [27], [28], and [30]
is fixed a priori, and is not treated as a design parameter of
the coding schemes. That is, each transmitter is assumed to
be aware of some subset of messages and each receiver is
assumed to be aware of some subset of receiver signals.

Our measure of performance will be the high-SNR sum-
capacity (specifically, the per-user multiplexing gain (MG))
of the soft-handoff Wyner network. We will characterize the
exact per-user MG later in Theorem 2 as a function of both
conferencing prelogs μTx and μRx and the number of confer-
encing rounds κTx and κRx. For comparison, in Theorem 1, we
also derive the per-user MG when the number of conferencing
rounds is not limited.

First of all, our results exhibit a duality relation between
transmitter- and receiver-conferencing: The per-user MG
remains unchanged if one exchanges the conferencing-
parameters (κTx, μTx) and (κRx, μRx). Our results further
show that for small conferencing prelogs (in particular for

μTx, μRx ≤ 1/6) a single conferencing round at the trans-
mitters and receivers allows one to achieve the same per-user
MG as when the number of conferencing rounds is unlimited.
For large conferencing prelogs, on the other hand, we will see
that the maximum per-user MG increases with every additional
conferencing round. In particular, with κTx transmit and κRx
receive conferencing rounds, the per-user MG saturates at

2κTx + 2κRx + 1

2κTx + 2κRx + 2

for large values of μTx and μRx. For moderate conferencing
prelogs, a finite number of conferencing rounds> 1 is required
to attain the same performance as with unlimited conferencing.
In particular, for equal conferencing prelogs μTx = μRx =
μ ∈ [1/6, 1/4], it suffices to have

κTx = κRx =
⌈

2μ

1 − 4μ

⌉

transmitter- and receiver-conferencing rounds to achieve the
same per-user MG as with unlimited conferencing. To the best
of our knowledge, these results are the first to quantify the
impact of the number of conferencing rounds on the capacity
of large interference networks.

In interference networks, both transmitter and
receiver cooperation allow one to mitigate interference
[6], [16], [17], [22]–[24], [27], [30], [32], [36]. Ntranos
et al. [24] recently proposed the following cooperation
protocol for interference mitigation in large Gaussian
networks where the transmitters share quantised versions of
their transmit signals and the receivers share parts of their
decoded messages. (This is different from many previous
works where transmitters share parts of their messages and
receivers share quantised versions of their received signals.)
Knowledge about other transmitters’ input signals allows
the transmitters to mitigate the interference caused by these
signals using dirty-paper coding. Similarly, knowledge of
decoded messages allows receivers to reconstruct interferences
and subtract them from received signals. Two drawbacks
of these interference mitigation techniques are that they
lead to an inevitable increase in communications delay and
they allow interference to propagate across the network.
Specifically, each transmitter k has to wait until it has
obtained the quantisation information about the transmit
signals it wishes to mitigate, before it can construct its own
input signal Xn

k and send quantisation information about it to
its other neighbours. In a similar way, each receiver has to
wait until it obtains the decoded messages pertaining to some
of the transmitters that interfere its output signals, before it
can decode its own message and send parts of it to its other
neighbours.

The coding scheme presented in this paper is inspired by
Ntranos, Maddah-Ali, and Caire’s scheme in [24]. However,
the constraints on the number of cooperation rounds κTx and
κRx require two major changes:

• Since the transmitters and receivers cannot wait infinitely
long before producing their cooperation messages, the
protocol can only be applied over subsets of the network.
This necessitates to periodically silence transmitters in
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the network, which decomposes the network into smaller
subnets.

• The interest is to switch off as few transmitters as possible
and thus to make the subnets as large as possible. To this
end, a sophisticated combination of the described trans-
mitter and receiver interference-mitigation techniques is
required. We also introduce slight variations of these
techniques that can exploit the cooperation links from the
transmitters to their left neighbours and from the receivers
to their left neighbours.

For the case κTx = κRx = 1, the performance of our
schemes can also be achieved using conferencing protocols
where the transmitters share parts of their messages and
receivers share quantisation information about their receive
signals. The advantage of these protocols is that they do
not necessitate codebook knowledge during the conferencing
phase and can thus be implemented in oblivious scenarios.

A. Notation

We denote the integers by Z, the positive integers by Z
+,

and the real numbers by R. Random variables are identified
by uppercase letters, e.g. W , their alphabets by matching
calligraphic font, e.g. W , and elements of an alphabet by
lowercase letters, e.g. w ∈ W . The Cartesian product of W
and W ′ is W × W ′, and the n-fold Cartesian product of W
is Wn . For any n-tuple of random variables (W1, . . . ,Wn) we
use the shorthand notation W n := (W1, . . . ,Wn).

Given two n-dimensional vectors an, bn ∈ R
n , let ‖an‖

denote the �2 norm of an in Euclidean n-space, and let
< an, bn > denote the standard inner product of an and bn . Let
further � (an, bn) denote the angle between the two vectors:

� (an, bn) := arccos
< an, bn >

‖an‖‖bn‖ ,
where arccos denotes the arc-cosine function.

B. Organisation of Paper

The rest of this paper is organised as follows. Section II
describes the problem setup. Section III shows at hand of a
simple example how the number of conferencing rounds and
the choice of conferenced signals influences the per-user MG.
Section IV states the main results of the paper. Section V
proves the achievability of our Theorem 2; Section VI proves
the converses to Theorems 1 and 2.

II. PROBLEM SETUP

A. Channel Model and Transmit Power Constraint

Consider a wireless communications system with K pairs
of transmitters (Tx) and receivers (Rx), labeled by k ∈
{1, . . . , K }. Assume that the transmitters and receivers are
each equipped with a single antenna, and that all channel
inputs and outputs are real valued. We imagine a network with
short-range interference, à la [18], [19], [29], [30], so that the
signal sent by Tx k is only observed by receivers k and k + 1.
Specifically, the time-t channel output at Rx k is

Yk,t = Xk,t + αk Xk−1,t + Zk,t , (1)

where Xk,t and Xk−1,t are the symbols sent by Txs k and k−1
at time t respectively; {Zk,t } are independent and identically
distributed (i.i.d.) standard Gaussians for all k and t; αk �= 0
is a fixed real number; and X0,t = 0 for all t . A small segment
of this short-range interference model is depicted in Figure 1.

Each and every transmitter k ∈ {1, . . . , K } is required to
reliably communicate a source message Mk to its correspond-
ing receiver k. The source message Mk is uniformly distributed
on

Mk := {1, . . . , �2nRk �}
where n denotes the blocklength and Rk the rate of trans-
mission of source message Mk . All source messages are
independent of each other and of all channel noises. An
average block-power constraint P > 0 is imposed on the
transmitted signals:

1

n

n∑
t=1

X2
k,t ≤ P, a.s., ∀ k ∈ {1, . . . , K }. (2)

B. Overview of Conferencing and Communications Phases

A key feature of this work is that we include rate-
limited local cooperation between neighbouring transmitters
and neighbouring receivers over dedicated conferencing links.
Specifically, we suppose that the communications process
consists of the following four phases.

1) Tx-Conferencing Phase: The source messages
(M1,M2, . . . ,MK ) are revealed to their respective
transmitters, and each transmitter exchanges
conferencing messages with its two direct neighbours
over dedicated noiseless channels. Each of these
conferencing channels has a maximum rate budget of
n RTx bits. We let the rate budget RTx scale with the
transmit power constraint P as

RTx := μTx
1

2
log(1 + P), (3)

where μTx ∈ [0,∞) is fixed and called the Tx-prelog
conferencing constant.

2) Cooperative Communications Phase: The transmitters
communicate their source messages over the memory-
less interference channel (1). Tx k’s channel inputs are a
function of its source message Mk and the conferencing
messages it received during the Tx-conferencing phase.

3) Rx-Conferencing Phase: The receivers observe their
channel outputs, and they exchange conferencing mes-
sages with their immediate neighbours over dedicated
noiseless channels. Each of these conferencing channels
has a maximum rate

RRx := μRx
1

2
log(1 + P). (4)

Here μRx ∈ [0,∞) is fixed and called the Rx-prelog
conferencing constant.

4) Decoding Phase: The receivers decode their desired
source messages from the channel outputs and confer-
encing messages received during the Rx-conferencing
phase.
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Remark 1: In the above problem formulation, the
Tx-conferencing phase takes place before the communications
phase, and the Rx-conferencing phase takes place before
the decoding phase. The conferencing phases, however,
should not be considered as strictly separated from the
communications and decoding phases. In fact, a transmitter
might compute and store its transmit signal already during
the Tx-conferencing phase. Similarly, a receiver might
compute and store its decoded message already during
the Rx-conferencing phase. This allows transmitters (resp.
receivers) to exchange parts of their transmit signals (resp.
decoded messages) over the conferencing links with their
neighbours.

We now describe the four communication phases more
formally.

C. Tx-Conferencing Phase With κTx Rounds

The Tx-conferencing phases consists of κTx rounds:
In round j = 1, 2, . . . , κTx, Tx k sends a conferencing
message U(j)

k→k′ to its neighbouring Txs k − 1 and k + 1.
Here, the round- j conferencing message from Tx k to Tx k′ ∈
{k − 1, k + 1} is a function of message Mk as well as
all conferencing messages sent to Tx k in previous rounds
1, 2, . . . , j − 1:

U(j)

k→k′ := φ
( j )
k,k′
(

Mk , U(1)
k−1→k , U(1)

k+1→k, U(2)
k−1→k,

U(2)
k+1→k , . . . , U(j−1)

k−1→k , U(j−1)
k+1→k

)
,

where

φ
(j)

k,k′ : Mk ×
j−1∏
j ′=1

∏
k̃∈{k−1,k+1}

{
1, . . . ,

⌊
2

nR(j
′)

Tx,k̃→k

⌋}

−→
{

1, . . . ,
⌊

2nR(j)
Tx,k→k′

⌋}
(5)

and we understand U(j)
0→1 and U(j)

K+1→K to be degenerate
random variables (constants) with

R(j)
Tx,0→1 = R(j)

Tx,K+1→K = 0, ∀ j ∈ {1, . . . , κTx}.
The total rate from Tx k to each one of its neighbours may
not exceed the rate budget:

κTx∑
j=1

R(j)

Tx,k→k′ ≤ RTx (6)

for all k ′ ∈ {k − 1, k + 1} and k ∈ {1, . . . , K }.

D. Cooperative-Communication Phase

The channel codeword sent by Tx k,

Xn
k = (Xk,1, Xk,2, . . . , Xk,n),

is a function of its source message Mk and the conferenc-
ing messages it received during the Tx-conferencing phase.
Specifically

Xn
k := f (n)k

(
Mk , U(1)

k−1→k , U(1)
k+1→k , U(2)

k−1→k ,

U(2)
k+1→k , . . . U(κTx)

k−1→k, U(κTx)

k+1→k

)
,

and

f (n)k : Mk ×
κTx∏
j=1

∏
k′∈{k−1,k+1}

{
1, . . . ,

⌊
2nR(j)

Tx,k′→k

⌋}

→ R
n. (7)

E. Rx-Conferencing Phase With κRx Rounds

The Rx-conferencing phase takes place after all the
channel outputs have been observed by the receivers.
Let

Y n
k = (Yk,1, Yk,2, . . . , Yk,n)

denote the channel outputs observed at receiver k.
The Rx-conferencing phase consists of κRx rounds: In

round j , Rx k sends a conferencing message V (j)

k→k′ to
its neighbour Rx k ′, for k ′ ∈ {k − 1, k + 1}. Here, the
round- j conferencing message from Rx k to Rx k ′ ∈ {k −
1, k + 1} is a function of the outputs Y n

k as well as all
conferencing messages sent to Rx k in previous rounds
1, 2, . . . , j − 1:

V (j)

k→k′ := ψ
(j)

k,k′
(
Y n

k , V (1)
k−1→k , V (1)

k+1→k , V (2)
k−1→k ,

V (2)
k+1→k , . . . , V (j−1)

k−1→k , V (j−1)
k+1→k

)
,

where

ψ
( j )
k,k′ : R

n ×
j−1∏
j ′=1

∏
k̃∈{k−1,k+1}

{
1, . . . ,

⌊
2

nR(j
′)

Rx,k̃→k

⌋}

−→
{

1, . . . ,
⌊

2nR(j)
Rx,k→k′

⌋}
(8)

and we understand V (j)
0→1 and V (j)

K+1→K to be degenerate
random variables (constants) with

R(j)
Rx,0→1 = R(j)

Rx,K+1→K = 0, ∀ j ∈ {1, . . . , κRx}.
We require that the total rate from receiver k to its immediate
neighbours does not exceed the rate budget,

κRx∑
j=1

R( j )
Rx,k→k′ ≤ RRx, ∀ k ′ ∈ {k − 1, k + 1}. (9)

F. Decoding Phase

Receiver k estimates the source message Mk by

M̂k := gk

(
Y n

k , V (1)
k−1→k , V (1)

k+1→k , V (2)
k−1→k ,

V (2)
k+1→k, . . . , V (κRx)

k−1→k , V (κRx)

k+1→k

)

where

gk : R
n ×

κRx∏
j ′=1

∏
k′∈{k−1,k+1}

{
1, . . . ,

⌊
2nR(j

′)
Rx,k′→k

⌋}
→ Mk .

(10)



WIGGER et al.: CONFERENCING IN WYNER’S ASYMMETRIC INTERFERENCE NETWORK 1203

G. Capacity, Sum Capacity and Per-User Multiplexing Gain

Let κ = (κTx, κRx), μ = (μTx, μRx) and R = (R1, . . . ,
RK ). We call the collection of encoders and decoders in (5),
(7), (8) and (10) an (n, R, κ,μ, P)-code. For given κ , μ and
P: We say that a rate tuple R is (κ,μ, P)-achievable if for
every ε > 0 there exists a sufficiently large blocklength n and
an (n, R, κ,μ, P)-code with

P
[
(M̂1, . . . , M̂K ) �= (M1, . . . , MK )

] ≤ ε.

The capacity region C(κ,μ, P) is the closure of the
set of all (κ,μ, P)-achievable rate tuples, and the sum
capacity is

C�(κ,μ, P) := sup
R∈C(κ,μ,P)

K∑
k=1

Rk .

Definition 1: The per-user multiplexing gain (MG) is

S(κ,μ) := lim
K→∞ lim

P→∞
C�(κ,μ, P)

K · 1
2 log P

,

for κ ∈ Z
+ × Z

+ and μ ∈ [0,∞)× [0,∞).
The main problem of interest in this paper is to determine

S(κ,μ). In Section IV, we give upper and lower bounds on
S(κ,μ) and show that these bounds coincide in many cases.
The next proposition summarises some basic properties of the
per-user MG, and we omit its proof.

Proposition 1:

1) S(κ,μ) is nondecreasing in κ and μ and upper bounded
by 1.

2) If μTx = 0, then S(κ,μ) does not depend on κTx:

S(0, κRx, 0, μRx) = S(1, κRx, 0, μRx) = · · ·
for all κRx ∈ Z

+ and μRx ∈ [0,∞).
Similarly, if μRx = 0, then S(κ ,μ) does not depend on
κRx:

S(κTx, 0, μTx, 0) = S(κTx, 1, μTx, 0) = · · ·
for all κTx ∈ Z

+ and μTx ∈ [0,∞).
3) If μ = (0, 0), then

S(κTx, κRx, 0, 0) = 1

2

for all (κTx, κRx) ∈ Z
+ × Z

+.

H. Conferencing With Unlimited Rounds

To help put our results S(κ,μ) in context, we will also con-
sider the case of unlimited Tx- and Rx-conferencing rounds.
The per-user MG with unlimited conferencing is defined in the
same way as above, except now κTx and κRx are infinite.1 Let
S∞(μ) denote the per-user MG with unlimited conferencing.
The next proposition summarises some basic properties of
S∞(μ), and we omit its proof.

1For a given blocklength n scheme, it however suffices to choose κTx ≤
2K nRTx and κRx ≤ 2K nRRx, because each of the K transmitters can send at
most nRTx bits over each of the two links to its left and right, and similarly
each of the K receivers can send at most nRRx bits over each of the two
links to its left and right.

Fig. 2. An example network with K = 3 transmitter and receiver pairs.

Proposition 2:

1) S∞(μ) is nondecreasing in μ.
2) For all κ ∈ Z

+ × Z
+ and μ ∈ [0,∞)× [0,∞):

1

2
≤ S(κ,μ) ≤ S∞(μ) ≤ 1

III. AN EXAMPLE

To help illustrate how the number of conferencing rounds
and the choice of conferenced signals influences the per-
user MG, consider the simple network with 3 transmitters
and 3 receivers in Figure 2. For simplicity we focus on the
two cases with only transmitter-conferencing from left-to-right
(Subsection III-A) and with only receiver-conferencing from
left-to-right (Subsection III-B).

A. Transmitter-Conferencing From Left-to-Right

Suppose that each transmitter can send conferencing mes-
sages only to its right neighbour and the receivers cannot send
any conferencing messages at all, see Figure 3.

Most previous results on transmitter-conferencing used a
data-sharing approach, where the transmitters transmit and
relay parts of source messages over the conferencing links
[2], [3], [5]–[7]. Recently, Ntranos et al. [24] suggested a
compression approach for the conferencing phase, where the
transmitters use the conferencing links to describe quantised
versions of their transmit signals. As we illustrate at hand of
the following example, both approaches facilitate interference
cancellation at the transmitters (through dirty-paper coding
or precoding). The data-sharing approach, however, requires
larger conferencing prelogs.

Figure 4 illustrates the data-sharing approach: Each trans-
mitter sends the messages it is cognizant of over the con-
ferencing link to its right neighbour. After conferencing
each transmitter can produce its channel inputs as a func-
tion of its own message and the input signal of its left-
neighbour, and, therefore, it can mitigate the interference at
its corresponding receiver. The scheme achieves full asymp-
totic multiplexing-gain per-user 1 under the following two
conditions:

• The conferencing-prelog is at least 2: Tx 2 has to send
two messages of prelog 1 to Tx 3.
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Fig. 3. Example with transmitter-conferencing from left-to-right.

Fig. 4. Tx 1 sends M1 to Tx 2, and Tx 2 sends the pair (M1,M2) to Tx 3.

Fig. 5. Tx 1 sends the quantized version X̂n
1 of its inputs Xn

1 to Tx 2, and
Tx 2 the quantized version X̂n

2 of its inputs Xn
2 to Tx 3.

• Conferencing takes place over at least 2 rounds: Tx 2 has
to wait until conferencing round 2 before it can send M1
to Tx 3.

Figure 5 illustrates the compression-approach: Each trans-
mitter sends a compressed version of its input signal over the
conferencing link to its right neighbour. This right neighbour-
ing transmitter can mitigate some of the interference experi-
enced at its corresponding receiver. The scheme achieves full
asymptotic multiplexing-gain per-user 1 under the following
two conditions:

Fig. 6. An example network with K = 3 transmitter and receiver pairs.
Conferencing links exist only from Rx 1 to Rx 2 and from Rx 2 to Rx 3.

• The conferencing-prelog is at least 1. It suffices to choose
the quantisation level so that the quantisation noise is
below the noise level.

• Conferencing takes place over at least 2 rounds: Tx 2
has to wait until after conferencing round 1 before it can
compute Xn

2 and send X̂n
2 to Tx 3.

Therefore, in our example with K = 3 transmitter/receiver
pairs, 2 rounds of conferencing are required to achieve full
per-user MG 1. Moreover conferencing prelog 1 suffices if the
transmitters conference quantised input signals. With a single
conferencing round only a per-user MG of 2/3 is achievable,
irrespective of the conferencing prelog.

More generally, in Wyner’s asymmetric network with K
transmitter/receiver pairs, K − 1 conferencing rounds are
required to achieve full asymptotic MG per-user 1 if each
transmitter can only conference with the neighbouring trans-
mitter to its right. Similar conclusions hold also for transmitter-
conferencing from right-to-left.

B. Receiver Conferencing From Left-to-Right

Now suppose that each receiver can send conferencing
messages only to its right neighbour and the transmitters
cannot send any conferencing messages at all, see Figure 6.
Two main approaches have been proposed in the literature for
receiver conferencing. In the compression approach [8]–[10]
receivers quantize their channel outputs and send quantization
messages over the conferencing links. In the data-sharing
approach [8], [9], [12], [13] receivers decode some of the
transmitted messages and then send these decoded messages
over the conferencing links. As we will see shortly at hand of
our example, both approaches allow the receivers to mitigate
interference through successive-interference cancellation.

Figure 7 illustrates the compression approach: Each receiver
compresses its output signal and sends all compression indices
that it knows over the conferencing link to its right neighbour.
So Rx 1 sends the compression index of Ŷ n

1 to Rx 2, which
relays this information on to to Rx 3. Rx 2, moreover, also
sends the compression index of Ŷ n

2 to Rx 3.
Rx 1 decodes its desired message M1 based on its

interference-free outputs Y n
1 . Rx 2 first decodes M1 from Ŷ n

1 ,
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Fig. 7. Rx 1 sends the quantized version Ŷ n
1 of its outputs Y n

1 to Rx 2,
which relays them also to Rx 3. Rx 2 also sends the quantized version Ŷ n

2 of
its outputs Y n

2 to Rx 3.

Fig. 8. Rx 1 sends its guess M̂1 to Rx 2, and Rx 2 sends the guess
M̂2 to Rx 3.

then reconstructs Xn
1 (M̂1) with its guess M̂1, and decodes

M2 based on the difference Y n
2 − α2 Xn

1 (M̂1). Rx 3 also
starts by decoding M1 from Ŷ n

1 , then decodes M2 based on
the difference Ŷ n

2 − α2 Xn
1 (M̂1) and finally decodes M3 from

Y n
3 − α3 Xn

2 (M̂2) where M̂2 denotes its guess of M2. This
scheme achieves full per-user MG 1 under the following two
conditions:

• The conferencing-prelog is at least 2: Each quantisation
index needs to be of prelog 1 so as to assure that the
quantisation noise be below the noise level, and Rx 2
sends two quantisation messages describing Ŷ1 and Ŷ2 to
Rx 3.

• Conferencing takes place over at least 2 rounds: Rx 2
has to wait until after conferencing round 1 before it can
relay Ŷ n

1 to Rx 3.

Figure 8 illustrates the data-sharing approach: Each receiver
sends its own decoded message over the conferencing link to
its right neighbour. As a consequence, after the conferenc-
ing each receiver can reconstruct and subtract the sequence
interfering its outputs. Thus, Rxs 2 and 3 can decode their
desired messages based on the difference Y n

2 − α2 Xn
1 (M̂1)

and Y n
3 − α3 Xn

2 (M̂2), respectively. Notice that whenever they

obtained the correct guesses M̂1 and M̂2 over the conferencing
links, then they can decode based on interference-free outputs.

The described scheme achieves full asymptotic
multiplexing-gain per-user 1 under the following two
conditions:

• The conferencing-prelog is at least 1: Each receiver sends
a guess of its prelog-1 message to its right neighbour.

• Conferencing can take place over at least 2 rounds: Rx 2
has to wait until conferencing round 2 before it can send
M̂2 to receiver 3, because it calculates M̂2 based on it
outputs Y n

2 and the round-1 message M̂1.

One can make similar observations as in the case with
transmitter-conferencing only. That means, 2 rounds of con-
ferencing are required to achieve full per-user MG 1, and
conferencing-prelog 1 suffices if the receivers conference
decoded messages. With a single conferencing round only
a per-user MG of 2/3 is achievable, irrespective of the
conferencing prelog.

Generally, with K transmitter/receiver pairs, K − 1 con-
ferencing rounds are required to achieve full per-user MG 1
if each receiver can only conference with the neighbouring
receiver to its right. Similar conclusions hold also for receiver-
conferencing from right-to-left.

IV. MAIN RESULTS

A. Conferencing With Unlimited Number of Rounds

First consider the case where the number of conferencing
rounds is unconstrained. The next theorem determines the
exact per-user MG.

Theorem 1:

S∞(μ) = min

{
1 ,

1 + 2μTx + 2μRx

2

}
(11)

for all μ ∈ [0,∞)× [0,∞).
Since there is no limitation on the number of conferencing
rounds, every conferencing prelog is useful and increases the
per-user MG, irrespective of whether the prelog pertains to
transmitter- or to receiver-conferencing or whether it per-
tains to left-to-right or to right-to-left conferencing. In other
words, the per-user MG grows linearly in the sum of all
prelogs 2(μTx + μRx) until it reaches the maximum possible
value 1.

Proof of Theorem 1: The proof of Theorem 1 consists of a
direct part proving

S∞(μ) ≥ min

{
1 ,

1 + 2μTx + 2μRx

2

}
(12)

and a converse part proving

S∞(μ) ≤ min

{
1 ,

1 + 2μTx + 2μRx

2

}
. (13)

The converse part is proved in Section VI.
The direct part follows from Theorem 2, which is stated in

the next section, and from continuity considerations. Specifi-
cally, for

μTx + μRx <
1

2
, (14)
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the desired per-user MG of (1+2μTx +2μRx)/2 is achievable
by Theorem 2 when one chooses the number of conferencing
rounds κTx and κRx sufficiently large so that

2μTx + 2μRx + 2 min
{μTx

κTx
,
μRx

κRx

}
< 1.

(Since here the number of conferencing rounds is unlimited,
we can choose κTx and κRx as large as we wish.) Moreover,
since the per-user MG is non-decreasing in μTx and μRx
(see Proposition 1) a per-user MG of 1 must be achievable
whenever

μTx + μRx ≥ 1

2
.

B. Conferencing With Finite Rounds

We now consider the case where the number of transmitter-
conferencing rounds is constrained to κTx and the num-
ber of receiver-conferencing rounds is constrained to κRx.
The next theorem determines the exact per-user MG
S(κ,μ). Its expression depends on the following two
quantities

πTx := μTx

κTx
and πRx := μRx

κRx
. (15)

Define S
 : Z
+×Z

+×[0,∞)×[0,∞) → [0,1] as follows:
If πRx = πTx, let

S
(κ,μ) =

⎧⎪⎪⎨
⎪⎪⎩

2μTx + 2μRx + 1

2
if 2μTx + 2μRx + 2πTx ≤ 1

2κTx + 2κRx + 1

2κTx + 2κRx + 2
otherwise.

(16a)

If πRx < πTx, let

S
(κ,μ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2μTx + 2μRx + 1

2
if 2μTx + 2μRx + 2πTx ≤ 1

2κTx + 2κRx + 1

2κTx + 2κRx + 2
if 2μTx

(
πRx

πTx

)

+2μRx + 2πRx > 1

2κTx + 2μRx + 1

2κTx + 2
otherwise.

(16b)

If πRx > πTx, let

S
(κ,μ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2μTx + 2μRx + 1

2
if 2μTx + 2μRx + 2πRx ≤ 1

2κTx + 2κRx + 1

2κTx + 2κRx + 2
if 2μTx + 2μRx

(
πTx

πRx

)

+2πTx > 1

2κRx + 2μTx + 1

2κRx + 2
otherwise.

(16c)

Theorem 2: For all κ ∈ Z
+ ×Z

+ and μ ∈ [0,∞)×[0,∞),
we have

S(κ,μ)=S
(κ,μ).

Proof: The achievability is proved in Section V. The
converse in Section VI.

Remark 2: The coding scheme that we present in Section V
requires that the codebooks are known during the Tx- and
Rx-conferencing phases. When κTx = κRx = 1, then it is
possible to find a coding scheme achieving S
(κ,μ) where the
conferencing phases do not use knowledge about codebooks.
Our results for κTx = κRx = 1 thus continue to hold also in
oblivious setups. The scheme in Section V needs to be changed
as follows: Instead of sending quantised versions of trans-
mit signals over the Tx-conferencing links, the transmitters
conference source messages, and instead of sending decoded
sources messages over the Rx-conferencing links, the receivers
send quantised versions of their receive signals. (Details
omitted.)

Without conferencing, μRx = μTx = 0, the per-user
MG S(κ,μ) cannot exceed 1/2 (which is also achiev-
able). The reason is that without conferencing every sec-
ond transmitter needs to be switched off so as to avoid
interference to propagate. When conferencing is possi-
ble, μTx, μRx > 0, then the transmitters can precan-
cel interference at their intended receivers using dirty-
paper coding or simple precoding, and receivers can cancel
interference using successive interference cancellation. The
bound

S(κ,μ) ≤ (1 + 2μTx + 2μRx)/2

indicates that to cancel interference of rate ζ , either
the transmitter or the receiver need side-information of
rate ζ .

The bound

S(κ ,μ) ≤ 2κTx + 2κRx + 1

2κTx + 2κRx + 2

captures the fact that per set of 2κTx + 2κRx + 2 consec-
utive transmitter/receiver pairs the total MG cannot exceed
2κTx +2κRx +1. Intuitively, this is because with κTx rounds of
left-to-right and right-to-left transmitter-conferencing and κRx
rounds of left-to-right and right-to-left receiver-conferencing
information about source messages or output signals can-
not propagate beyond a subset of 2κTx + 2κRx + 1 trans-
mitter/receiver pairs, which makes it impossible to can-
cel interference at more than 2κTx + 2κRx + 1 consec-
utive transmitter/receiver pairs. (See also Section III for
more explanations on the special cases with only left-to-
right transmitter-conferencing or only left-to-right receiver-
conferencing.)

Example 1: Let κ = (κ, κ) and μ = (μ,μ/2). In this case
S(κ, κ, μ,μ/2) is given by (16b). Figure 9 plots (16b) as a
function of μ for κ = 1, 2 and 3 conferencing rounds. The
figure also shows the per-user MG with unlimited conferencing
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Fig. 9. The exact per-user MG S(κ,μ) for the case with equal
Tx- and Rx-conferencing rounds κ = (κ, κ) and unbalanced Tx and
Rx prelog conferencing contraints μTx = 2μRx. The per-user MG for
unlimited conferencing rounds S∞(μ), as described in Theorem 1, is also
shown.

rounds from Theorem 1,

S∞
(
μ,
μ

2

)
=

⎧⎪⎨
⎪⎩

3μ+ 1

2
if 0 ≤ μ ≤ 1

3

1 otherwise.

From Figure 9 we differentiate three regimes:

• Small μ region: When the prelog constant μ is small, μ ∈
[0, 1/5], then a single conferencing round achieves the
same per-user MG as with multiple or unlimited number
of rounds:

S∞
(
μ,
μ

2

)
= S

(
1, 1, μ,

μ

2

)
= S

(
2, 2, μ,

μ

2

)
= . . .

= 3μ+ 1

2
, μ ∈ [0, 1/5].

• Moderate μ region: When the prelog constant μ is
moderate, μ ∈ (1/5, 1/3), then a single conferencing
round is strictly suboptimal. Multiple, but still finitely
many, conferencing rounds are needed to attain the same
per-user MG as with an unlimited number of rounds. For
example, two conferencing rounds are sufficient when
μ ∈ (1/5, 1/4]:
S∞

(
μ,
μ

2

)
= S

(
2, 2, μ,

μ

2

)
= S

(
3, 3, μ,

μ

2

)
= . . .

= 3μ+ 1

2

> S
(

1, 1, μ,
μ

2

)
= μ+ 3

4
.

• Large μ region: When the prelog constant μ is
large, μ ≥ 1/3, then with an unlimited number
of conferencing rounds the per-user MG is 1, so
equal to its maximum value. This per-user MG is
not attainable with any finite number of conferenc-
ing rounds or any finite conferencing prelog μ. In
fact, with κ conferencing rounds the per-user MG

Fig. 10. An illustration of the small, moderate and large μ regions assuming
that κTx = κRx. The figure also shows the boundaries of the μ regions where
two or three conferencing rounds suffice.

saturates at

S
(
κ, κ, μ,

μ

2

)
= 4κ + 1

4κ + 2
, for μ ≥ κ

2κ + 1
.

As shown by the following two corollaries, the three
μ regions described for above example 1 and their typical
behaviours arise also in general setups with arbitrary con-
ferencing parameters κ,μ. The corollaries are obtained by
inspecting the expression for S
(κ,μ) in (16).

Corollary 1 (Small and Moderate μ Regions): Fix the
number of Tx- and Rx-conferencing rounds κ = (κTx, κRx). If
the prelog conferencing constants μ = (μTx, μRx) are small
(depending on κ), namely,

2μTx + 2μRx + 2 max

{
μTx

κTx
,
μRx

κRx

}
≤ 1,

then κ conferencing rounds achieve the same performance as
unlimited conferencing rounds; that is,

S(κ,μ) = S(κ ′,μ) = S∞(μ) = 1 + 2μTx + 2μRx

2
(17)

for all κ ′ ∈ Z
+ × Z

+ with κTx ≤ κTx
′ and κRx ≤ κRx

′.
Corollary 2 (Large μ Region): Fix the number of Tx- and

Rx- conferencing rounds κ = (κTx κRx). If the prelog
conferencing constants μ = (μTx μRx) are sufficiently large
(depending on κ), namely,

μTx min

{
1,
πRx

πTx

}
+ μRx min

{
1,
πTx

πRx

}

+ min
{
πTx, πRx

}
>

1

2
,

then,

S(κ,μ) = 2κTx + 2κRx + 1

2κTx + 2κRx + 2
. (18)

Figure 10 illustrates the regions of small, moderate and large
μ’s under the assumption that κTx = κRx. Specifically, the
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Fig. 11. Timesharing between Tx- and/or Rx-conferencing schemes.

first line (2μTx + 2μRx + max{μTx, μRx} ≤ 1) depicts the
boundary of the small μ region where one-shot conferencing
(κTx = κRx = 1) is optimal, i.e., achieves the same per-
user MG as unlimited-rounds conferencing. The top-most
line depicts the boundary of the large μ region where with
unlimited conferencing rounds the per-user MG saturates at 1.

The second line (2μTx+2μRx+max{μTx, μRx} ≤ 1) depicts
the boundary of the μ region where two-round conferencing
(κTx = κRx = 2) is optimal, and the third line (2μTx +
2μRx + (2/3)max{μTx, μRx} ≤ 1) depicts the boundary of
the μ region where three-round conferencing (κTx = κRx = 3)
is optimal. The left-most blue dashed line (μTx = 2μRx = μ)
corresponds to the example in figure 9: its crossing point with
the 2μTx + 2μRx + max{μTx, μRx} ≤ 1-line, for example,
shows that κTx = κRx = 1 is optimal for all μ ∈ [0, 1/5].

The blue dashed line more to the right corresponds to the
fully symmetric case μTx = μRx = μ and κTx = κRx = κ .
For this setup, we now characterize analytically the minimum
number of conferencing rounds κ
 that is required to attain
the same per-user MG as with unlimited conferencing. Notice
that κ
 only exists when μ ∈ [0, 1/4]. For μ ∈ [0, 1/4], define

κ
(μ) := min
κ

{
κ ∈ Z : S(κ, κ, μ,μ) = S∞(μ,μ)

}
.

Proposition 3 (Sufficient Conferencing Rounds With
Equally-Strong Transmitter- and Receiver-Conferencings): If
μTx = μRx = μ and κTx = κRx = κ , then

κ
(μ) =
⌈

2μ

1 − 4μ

⌉
, 0 ≤ μ <

1

4
. (19)

Proof: Follows from Theorem 2 and simple algebraic
manipulations.

In particular, one round of conferencing, κTx = κRx = 1,
suffices when both transmitter- and receiver-conferencing
prelogs are below 1/6. Two rounds of conferencing,
κTx = κRx = 2, suffice when the conferencing prelogs are
below 1/5, and generally κTx = κRx = κ conferencing rounds
suffice when the conferencing prelogs μTx = μRx = μ satisfy

μ ≤ κ

2 + 4κ
.

We terminate this section by focusing on the scenario with
only transmitter-conferencing (μRx = 0) or only receiver-
conrerencing (μTx = 0). In these two cases, the expression
for S(κ,μ) simplifies as follows:

Corollary 3 (Transmitter conferencing Only or Receiver
Conferencing Only):

If μTx = 0, then

S(κ,μ) =

⎧⎪⎪⎨
⎪⎪⎩

1 + 2μRx

2
, 2μRx + 2πRx ≤ 1

2κRx + 1

2κRx + 2
, otherwise

(20)

for all κ ∈ Z
+ × Z

+ and μRx ∈ [0,∞).
• If μRx = 0, then

S(κ,μ) =

⎧⎪⎪⎨
⎪⎪⎩

1 + 2μTx

2
, 2μTx + 2πTx ≤ 1

2κTx + 1

2κTx + 2
, otherwise.

(21)

for all κ ∈ Z
+ × Z

+ and μTx ∈ [0,∞).
We now determine the minimum number of conferenc-

ing rounds required to achieve the same per-user MG
as with an unlimited number of rounds when there is
only transmitter-conferencing. (Similar results hold also
for only receiver-conferencing only.) For μ ∈ [0, 1/2],
let

κ
Tx(μ) := min
κ

{
κ ∈ Z : S(κ, 0, μ, 0) = S∞(μ, 0)

}
.

Proposition 4 (Sufficient Conferencing Rounds With Trans-
mitter Conferencing Only): If μRx = 0, then

κ
Tx(μ) =
⌈

2μ

1 − 2μ

⌉
, 0 ≤ μ <

1

2
.

Proof: Follows from Corollary 3.

V. PROOF OF ACHIEVABILITY OF THEOREM 2

A. Overview

We now present a coding strategy that achieves S
(κ,μ).
The strategy will time-share between one, two or three dif-
ferent coding schemes — depending on the particular values
of κ and μ. To this end, let us divide the blocklength n in
three consecutive periods of lengths N1, N2 and N3 channel
symbols, as shown in Fig. 11, so that n = N1 + N2 + N3.
Here n and, therefore, N1, N2 and N3 can be chosen arbitrarily
large.

• Period 1: During period 1 (the first N1 channel uses)
we will use a scheme that employs both Tx- and Rx-
conferencing, assuming that the prelogs μTx and μRx are
both positive. If μTx = 0 or μRx = 0, then we will
remove period 1 by setting N1 = 0.

• Period 2: During period 2 (channel uses N1 + 1 to
N1 + N2) we will use a scheme that employs either
Tx-conferencing (when πRx < πTx) or Rx-conferencing
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Fig. 12. Transmitter and receiver conferencing scheme: The network is decomposed into γ non-interfering subnets, where each subnet consists of (β − 1)
active transmitters and β active receivers. Red nodes represent active transmitters, black nodes represent active receivers, and white nodes represent deactivated
transmitters. Example parameters: K = 27, ι = 1, β = 6 and γ = 4.

(when πTx > πRx), but not both. If πRx = πTx, then we
will remove period 2 by setting N2 = 0.

• Period 3: During period 3 (the last N3 channel
uses) we will use a scheme that does not employ
Tx- or Rx-conferencing.

To simplify exposition, suppose that

πTx ≥ πRx, (22)

so that we only use Tx-conferencing during period 2. (The
case πTx < πRx can be treated by exchanging the subscripts
Tx and Rx everywhere in the following arguments.) Choose

N1 := min
{
n, nπRx(2κTx + 2κRx + 2)

}
(23a)

N2 := min
{
n − N1, n(πTx − πRx)(2κTx + 2)

}
(23b)

N3 := n − N1 − N2. (23c)

The length N1 is chosen as large as possible until our Period-1
scheme exhausts one of the two conferencing-prelogs μTx
or μRx. Because of assumption (22), the scheme exhausts
the receiver-conferencing prelog μRx in this Period 1, and
therefore in Period 2 we use a scheme with only transmitter-
conferencing. The length N2 is chosen as large as possible
until our Period-2 scheme exhausts also the transmitter-
conferencing prelog.

We detail the coding schemes used in each of the three
periods.

Period 1: We will timeshare between 2κTx + 2κRx + 2
instances of the coding scheme described in Section V-B but
where we make sure that each (sub)message is sent at a rate
not exceeding (1/2) log(1 + P).2 Each of these instances is
used over an equally long interval, i.e., over �N1/(2κTx +
2κRx + 2)� channel symbols, and employs a different value
of the parameter ι ∈ {1, . . . , 2κTx + 2κRx + 2}. Varying the
parameter ι over 1, . . . , 2κTx + 2κRx + 2 varies the utilised
resources (transmit powers and conferencing links) as well as
the served Tx/Rx pairs in a round robin manner.

Period 2: We will timeshare between 2κTx + 2 instances
of the coding scheme in Section V-C, where we again make
sure that each message is sent at a rate not exceeding (1/2)
log(1 + P).3 Each of these instances is used over an
equally-long interval, i.e., over �N2/(2κTx + 2)� channel
uses, and employs a different value for the parameter
ι = 1, . . . , 2κTx + 2.

2This ensures that also each Rx-conferencing link is used at a rate of at
most (1/2) log(1 + P).

3This again ensures that each Rx-conferencing link is used at a rate of at
most (1/2) log(1 + P).

Period 3: We will employ the scheme in Section V-D.
No conferencing is used.

We now present the coding schemes that we time-share in
the various transmission periods.

B. Tx- and Rx-Conferencing in Period 1

Let

β := 2κTx + 2κRx + 2.

Choose ι ∈ {1, . . . , β} arbitrarily, and define

γ :=
⌊

K − ι+ 1

β

⌋
.

1) Split the Network Into γ Subnetworks: We first split
the network into γ identical subnets that do not interfere
each other. To this end, we will deactivate (silence) every
transmitter4 with an index

k ∈ S
:= {1, . . . , ι− 1} ∪ {ι+ β − 1, ι+ 2β − 1, . . . , ι+ γβ − 1}
∪ {ι+ γβ, . . . , K }.

That means, every silenced Tx k ∈ S sets its channel inputs Xn
k

deterministically to 0. Moreover, every such silenced Tx k ∈
S can send and receive conferencing messages only to and
from its left-neighbour Tx k − 1, but not its right-neighbour
Tx k + 1. Similarly, each corresponding Rx k ∈ S can send
and receive conferencing messages only to and from its left-
neighbour Rx k − 1, but not its right-neighbour Rx k + 1.
According to these assumptions, the various subnets do not
interfere and they each consist of (β − 1) active transmitters
and β active receivers — an example is illustrated in Figure 12.

2) Communication Within a Subnet: Since the subnets are
identical and do not interfere with one another, we need only
describe the coding scheme for subnet 1 (transmitters ι, . . . , ι+
β − 2 and receives ι, . . . , ι+ β − 1), where we communicate
source messages(

Mι, Mι+1, . . . , Mι+β−1
)
. (24)

Source message Mι+β−κRx−1 will be handled in a special way:
We will split it into independent sub-messages

Mι+β−κRx−1 = (MTx
ι+β−κRx−1, MRx

ι+β−κRx−1

)
, (25)

4Transmitters 1, . . . , ι − 1 and ι + γβ, . . . , K have been deactivated to
simplify the following presentation. In fact, we could improve the scheme’s
performance by, for example, reactivating transmitters 1, 3, 5, . . . , i − 1 (each
reactivated transmitter can communicate with its receiver over an interference-
free Gaussian point-to-point channel). Such reactivations, however, will not
improve the scheme’s asymptotic (K → ∞) per-user MG.
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Fig. 13. An illustration of G1, G2, G3 and G4 in Subnet 1. The transmitter corresponding to the special source message Mι+κRx+2κTx+1 is coloured in blue.
The figure also shows the Tx- and Rx-conferencing links that are effectively used in our scheme, and it indicates that the desired communication paths for
group 1 and 2 messages are the direct links, and for group 3 and 4 messages the diagonal links.

where MTx
ι+β−κRx−1 has rate RTx

ι+β−κRx−1 and MRx
ι+β−κRx−1

has rate RRx
ι+β−κRx−1. We will partition the remaining source

messages in (24) into four groups G1,G2,G3, and G4,
see Figure 13. In our scheme, the messages in each
group are transmitted using a different strategy. The spe-
cial source message MTx

ι+β−κRx−1 is transmitted in the same
way as source messages in G3, and special source message
MRx
ι+β−κRx−1 is transmitted in the same way as source messages

in G4.
The messages in each of the four groups G1, . . . ,G4

are transmitted using a different scheme. The transmis-
sion of messages in group G1 follows the data-sharing
approach of Section III-B, and only uses left-to-right receiver-
conferencing. The group contains κRx + 1 messages, which
corresponds to the largest number of successive transmit-
ter/receiver pairs that can communicate at prelog 1 using this
data-sharing approach, see Section III-B. The transmission
of messages in group G2 follows the compression-approach
of Section III-A, and only uses left-to-right transmitter-
conferencing. The group contains κTx messages. This is the
largest number of successive transmitter/receiver pairs that
can communicate at prelog 1 with our proposed scheme.
(Notice that in Section III-A κTx + 1 transmitter/receiver
pairs could communicate at prelog 1 with the compression-
approach, however there, we started with an interference-
free transmitter/receiver-pair on the left). Messages in groups
G3 are transmitted using a compression-approach but now
for right-to-left transmitter-conferencing. Again, the set G3 is
chosen as large as possible so that each of the messages can be
communicated at prelog 1. Finally, messages in group G4 are
transmitted using a data-sharing approach but now for right-
to-left receiver-conferencing. As for the other groups, each of
the messages in this group is communicated at prelog 1.

We next describe how to partition the messages into groups
G1,G2, G3 and G4, and we sketch how to communicate the

source messages in these groups. For more technical details
on these schemes see Appendix A.

3) Group 1 (Successive Interference Cancellation From Left
to Right, See Figure 14): The first group of source messages,{

Mk : k ∈ G1
}

with

G1 := {ι, ι+ 1, . . . ι+ κRx
}
,

is communicated using point-to-point channel codes with
successive interference cancellation from left-to-right at the
receivers. Specifically, each Tx k ∈ G1 uses a Gaussian point-
to-point code of power P to transmit its source message Mk .
Inputs Xn

k (Mk) thus only depend on Mk .
The decoding procedure is depicted in Figure 14 and

described with more technical details in Appendix A-A.
Recall that we deactivated Tx (ι−1) (the last transmitter in

the previous subnet). Rx ι (the first receiver in group 1) thus
observes channel outputs

Y n
ι = Xn

ι (Mι)+ Zn
ι , (26)

based on which it decodes its desired source message Mι.
Rx ι also describes its decoded source message M̂ι over the

conferencing link to Rx (ι+1) (its immediate right-neighbour).
Rx (ι + 1) uses this conferencing message to reconstruct

αι+1 Xn
ι (M̂ι). It then forms

Ŷ n
ι+1 = Y n

ι+1 − αι+1 Xn
ι (M̂ι)

and decodes source message Mι+1 based on this difference.
Rx (ι+ 1) also describes M̂ι+1 over the conferencing link to
Rx (ι+ 2) (its immediate right-neighbour).

Notice that whenever M̂ι = Mι, Rx (ι + 1) decodes Mι+1
based on the interference-free signal

Ŷ n
ι+1 = Xn

ι+1(Mι+1)+ Zn
ι+1. (27)
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Fig. 14. Group 1: Left-to-right successive cancellation at the receivers. The white circles represent interference cancellation and the black circles represent
channel decoding. Top-down arrows represent communications over left-to-right Tx-conferencing links.

The same procedure is continued for receivers k = ι +
2, . . . , ι + κRx. Specifically, each of these receivers performs
the following three steps:

1) It reconstructs interference αk Xn
k−1(M̂k−1) using the

conferencing message M̂k−1 obtained from Rx k − 1.
2) It forms the presumingly interference-free signal

Ŷ n
k = Y n

k − αk X̂n
k−1(M̂k−1),

and it decodes source message Mk based on this
difference.

3) It sends the decoded source message M̂k over the confer-
encing link to Rx (k +1). The last receiver, Rx (ι+κRx),
does not send anything over the conferencing link (it
skips this third step).

Notice that the described scheme requires only left-to-
right Rx-conferencing; neither Tx-conferencing nor right-to-
left conferencing are needed. Also, Rx (ι + j − 1) (the j -th
receiver of group G1), for j ∈ {1, . . . , κRx − 1}, has to wait
until it obtains the Rx-conferencing message from its left-
neighbour before it can start performing above three steps.
It can thus send its own conferencing message M̂ι+ j−1 only
in Rx-conferencing round j .

Finally, we notice that for each k, if Rx k − 1 has correctly
decoded its message, i.e., M̂k−1 = Mk−1, then Rx k decodes
the source message Mk based on the interference-free signal
Ŷ n

k = Xn
k + Zn

k . Source messages Mι, . . . ,Mι+κRx can thus be
decoded with vanishingly small probability of error as n →
∞, whenever (see also Lemma 2 in Appendix A-A)

Rk <
1

2
log(1 + P), ∀k ∈ G1 (28)

and

RRx > Rk, ∀k ∈ G1. (29)

4) Group 2 (Dirty-Paper Coding From Left to Right, See
Figure 15): The second group of source messages,{

Mk : k ∈ G2
}

with

G2 := {ι+ κRx + 1, ι+ κRx + 2, . . . , ι+ κRx + κTx
}
,

will be communicated using dirty-paper coding to mitigate the
interference from the left. The encoding procedure is depicted
in Figure 15 and is explained with more technical details
in Appendix A-B.

To facilitate dirty-paper coding at Tx (ι + κRx + 1) (the
first transmitter in group 2), Tx (ι+ κRx) (the last transmitter
in group 1) quantises its inputs signal Xn

ι+κRx
using a rate

(1/2) log(1+ P) quantiser and sends the resulting quantisation
message to Tx (ι+ κRx + 1).

Upon receiving the quantisation message, Tx (ι+ κRx + 1)
reconstructs the quantised inputs X̂n

ι+κRx
and encodes its source

message Mk using a power P dirty-paper code that eliminates
the interference αι+κRx+1 X̂n

ι+κRx
.

Tx (ι+κRx +1) also quantises its produced inputs Xn
ι+κRx+1

using a rate (1/2) log(1 + P) quantiser, and sends the quanti-
sation message to Tx (ι+ κRx + 2) (its right-neighbour).

Rx (ι + κRx + 1) decodes source message Mι+κRx+1 by
applying dirty-paper decoding to its outputs

Y n
ι+κRx+1 = αι+κRx+1 Xn

ι+κRx
+ Xn

ι+κRx+1 + Zn
ι+κRx+1.

Notice that

αι+κRx+1 X̂n
ι+κRx

− αι+κRx+1 Xn
ι+κRx

has variance close to

nα2
ι+κRx+1

P

P + 1

and thus for P � 1 the dirty-paper code precancels the
predominant part of the interfering signal αι+κRx+1 Xn

ι+κRx
.
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Fig. 15. Group 2: Transmitter dirty-paper coding from left to right. The dark circles represent dirty-paper channel encoders, and the white circles represent
vector Gaussian quantisers. Top-down arrows represent communications of quantised input signals over the Tx-conferencing links to right-neighbours.

The procedure is repeated for Tx/Rxs k = ι+κRx+2, . . . , ι+
κRx +κTx. Each such Tx k performs the following three steps:

1) Using the conferencing message from Tx (k − 1), it
reconstructs the quantised signal X̂n

k−1.
2) It encodes and transmits its source message Mk using

a power-P dirty-paper code that eliminates interference
αk X̂n

k−1.
3) It quantises its input signals Xn

k with a rate (1/2) log(1+
P) quantiser and sends the produced quantisation mes-
sage over the conferencing link to Tx k + 1.
Tx (ι + κRx + κTx) (the last transmitter in group G2)
sends no conferencing message; it skips step 3.

Finally, each one of the corresponding Rx k decodes its
desired source message Mk using dirty-paper decoding based
on its outputs Y n

k .
Notice that the described scheme requires only left-to-right

Tx-conferencing; neither right-to-left Tx-conferencing nor
Rx-conferencing are needed. Also, Tx (ι + κRx + j), (the
j -th transmitter of group G2), for j ∈ {1, . . . , κTx − 1}, has to
wait until it obtains the Tx-conferencing message from its left-
neighbour before it can perform above three steps. It can thus
send its own Tx-conferencing message to its right-neighbour
only in Tx-conferencing round j + 1.

Finally, as we show in Appendix A-B, through a careful
design of the vector-quantisers and the dirty-paper codes and
when P � 1, the predominant part of the interference αk Xn

k−1
experienced at Rx k can be precanceled. As a consequence,
source messages Mι+κRx+1, . . . ,Mι+κRx+κTx can be decoded
with vanishingly small probability of error as n → ∞,
whenever (see also Lemma 3 in Appendix A-B)

Rk <
1

2
log

(
1 + P

1 + α2
k

P
P+1

)
, ∀k ∈ G2 (30)

and

RTx >
1

2
log(1 + P). (31)

Source messages in groups 1 and 2 were transmitted over
the “direct” links from a Tx k to its corresponding Rx k.
The “diagonal” links from a Tx k to its right-neighbouring
Rx (k + 1) only carried interference that had to be mitigated.
In contrast, source messages in groups 3 and 4 are transmitted
over the “diagonal” links, whereas the “direct” links carry
interference that has to be mitigated. Without conferencing,
there exists no desired communication path over the diagonal
links, since the source message desired by Rx k is a priori
unknown at its left-neighbour Tx (k − 1). Setting up such a
path requires concatenating the diagonal link from Tx (k − 1)
to Rx k with a preceding right-to-left Tx-conferencing from
Tx k to Tx (k − 1) or with a subsequent right-to-left
Rx-conferencing from Rx k to Rx (k − 1), see (34) and (32)
ahead.

We now describe transmission of messages in
group 4, followed by transmission of messages in
group 3.

5) Group 4 (Successive Interference Cancellation From
Right to Left): The fourth group of messages,

{
MRx
ι+β−κRx−1

} ∪ {Mk : k ∈ G4
}

with

G4 := {ι+ β − κRx, . . . , ι+ β − 2},
is communicated using point-to-point channel codes
with right-to-left successive interference cancellation at
the decoders. (See Appendix A-C for more technical
details.)
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Specifically, each source message Mk
5 is sent over the

following communication path:

Tx k −→ Rx (k + 1) −→ Rx k. (32)

Each Tx k ∈ G4 uses a Gaussian point-to-point code of power
P to transmit its source message Mk .

Rx ι+β−1 (the last receiver in the subnet) observes channel
outputs

Y n
ι+β−1 = αι+β−1 Xn

ι+β−2(Mι+β−2)+ Zn
ι+β−1,

because we silenced its corresponding Tx (ι+ β − 1).
It decodes source message Mι+β−2 from these channel outputs
and describes the decoded message M̂ι+β−2 over the confer-
encing link to Rx (ι+ β − 2) (its immediate left-neighbour).

Rx (ι+ β − 2) declares the obtained conferencing message
M̂ι+β−2 as its guess of Mι+β−2. It further uses the conferenc-
ing message to reconstruct Xn

ι+β−2(M̂ι+β−2) and forms

Ŷ n
ι+β−2 = Y n

ι+β−2 − Xn
ι+β−2(M̂ι+β−2).

Rx (ι+ β − 2) finally decodes source message Mι+β−3 from
this difference and describes M̂ι+β−3 over the conferencing
link to Rx (ι+ β − 3).

Whenever M̂ι+β−2 = Mι+β−2,

Ŷ n
ι+β−2 = αι+β−2 Xn

ι+β−3(Mι+β−3)+ Zn
ι+β−2,

and Rx (ι+β− 2) decodes source message Mι+β−3 based on
an interference-free signal.

The described procedure is repeated for receivers k = ι +
β − 3, . . . , ι + β − κRx − 1 in decreasing order. Specifically,
each such Rx k performs four steps:

1) Using the conferencing message M̂k from Rx (k + 1), it
reconstructs the “interference” Xn

k (M̂k).
2) It forms Ŷ n

k := Y n
k − Xn

k (M̂k) and decodes source
message Mk−1 based on this difference.

3) It sends the decoded source message M̂k−1 over the
conferencing link to Rx (k − 1).

4) It declares M̂k as its guess of source message Mk .

Notice that the described scheme requires only right-to-
left Rx-conferencing; neither left-to-right Rx-conferencing nor
Tx-conferencing are needed. Rx (ι+ β − 1) (the last receiver
in the subnet) sends its conferencing message M̂ι+β−2 in
the first Rx-conferencing round. For each j ∈ {2, . . . , κRx},
Rx (ι + β − j) (the j -th right-most receiver in the subnet)
has to wait until it obtains the conferencing message from its
right-neighbour before it can start performing above four steps.
It can thus send its own conferencing message M̂ι+β− j−1 only
in Rx-conferencing round j .

Finally, we notice that if Rx (k + 2)’s decoding was
successful, i.e., M̂k+1 = Mk+1, then X̂n

k+1 = Xn
k+1 and

Ŷ n
k+1 = αk+1 Xn

k + Zn
k+1, and Rx (k + 1) can thus decode

source message Mk based on an interference-free signal.
Consequently, source messages MRx

ι+β−κRx−1,
Mι+β−κRx , . . . ,Mι+β−2 can be decoded with vanishingly

5For ease of notation, in the following paragraph we write simply
Mι+β−κRx−1 for MRx

ι+β−κRx−1

small probability of error as n → ∞, whenever

Rk <
1

2
log(1 + α2

k+1 P), k ∈ G4, (33a)

RRx
ι+β−κRx−1 <

1

2
log(1 + α2

ι+β−κRx
P), (33b)

and

RRx > max
{

RRx
ι+β−κRx−1, Rι+β−κRx , . . . , Rι+β−2

}
.

6) Group 3 (Dirty-Paper Coding From Right to Left): The
third group of messages{

Mk : k ∈ G3
} ∪ {MTx

ι+β−κRx−1

}
with

G3 := {ι+ β − κRx − κTx, . . . , ι+ β − κRx − 2
}
,

uses dirty-paper coding to mitigate the interference from the
right. The desired communication path of a message Mk is

Tx k −→ Tx (k − 1) −→ Rx k (34)

and thus involves Tx-conferencing from right-to-left. More
specifically, Tx k prepares a transmit signal Xn

k−1 that encodes
message Mk . It then describes it over the conferencing link to
Tx (k − 1), which will transmit this signal.

To reduce notational clutter, let us temporarily fix k = ι+
β−κRx−1. In the previous subsection we described how Tx k
(the special transmitter of Figure 13), generated its input signal
Xn

k in function of MRx
k . Tx k now also encodes its second

message MTx
k using a dirty-paper code of power α2

k P2/(P+1)
that mitigates its own input signal Xn

k . Denote the produced
dirty-paper sequence by �DPC,k

(
MRx

k

)
. Tx k quantises a scaled

version of the dirty-paper sequence,

�n
k := P + 1

P
�DPC,k

(
MRx

k

)
using a rate (1/2) log(1+ P) quantiser and sends the resulting
quantisation message over the conferencing link to Tx (k − 1)
(its left neighbour).

Tx (k − 1) reconstructs the quantised sequence �̂n
k and

transmits

Xn
k−1 = α−1

k �̂n
k

over the interference network. Rx k decodes source message
MTx

k by applying dirty-paper decoding to its outputs Y n
k .

Notice that if there was no quantisation error,

�n
k := �̂n

k −�n
k = 0, (35)

then Rx k would observe outputs

Y n
k = �DPC,k

(
MRx

k

)+ Xkn + Zn
k .

In this case, since the applied dirty-paper code precancels the
“interference” Xn

k , source message Mk could be transmitted
with the same rates as over an interference-free channel.

Now, zero quantization error (35) is very unlikely. However,
when the quantiser is chosen as in Appendix D, the normalized
variance Var

[
(1/n)�n

k

]
approaches α2

k /(P +1) and is bounded
in P . Treating the quantisation �n

k simply as an additional
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noise, will thus not degrade the prelog rate of the source
message Mk . (See Appendix A-D for a more detailed analysis.)

Let now k = ι + β − κRx − 2, one less than before,
and consider transmitter Tx k. Tx k encodes its own source
message Mk using a dirty-paper code of power α2

k P2/(P +
1) that mitigates its own input signal Xn

k . Let �n
DPC,k(Mk)

denote the produced dirty-paper sequence. Tx k applies a rate
(1/2) log(1 + P) quantiser to the scaled sequence

�n
k := P + 1

P
�n

DPC,k(Mk)

and sends the resulting quantisation message to Tx (k − 1).
This process is repeated for transmitters and receivers

k = ι + β − κRx − 3, . . . , ι + β − κRx − κTx in decreasing
order. Each such Tx k performs the following four steps6:

1) Using the conferencing message from Tx (k + 1), it
reconstructs the quantised signal �̂n

k+1.
2) It transmits Xn

k = α−1
k+1�̂

n
k+1 over the network.

3) It encodes source message Mk using dirty-paper coding
of power α2

k P2/(P + 1) that mitigates its own inputs
Xn

k . It then forms �n
k = (P + 1)/P �n

DPC,k(Mk), where
�n

DPC,k(Mk) denotes the produced dirty-paper sequence.
4) It quantises �n

k using a rate (1/2) log(1 + P) quantiser
and sends the resulting quantisation bits over the con-
ferencing link to Tx (k − 1).

Tx (ι+κRx+κTx+1) (the left-most transmitter only performs
steps 1) and 4), but prepares and sends no conferencing
message. Each receiver applies dirty-paper decoding to decode
its desired message Mk based on its outputs Y n

k .
Notice that the described scheme requires right-to-left

Tx-conferencing; neither left-to-right Tx-conferencing nor
Rx-conferencing are needed. Special Tx (ι+ κRx + 2κTx + 1)
sends its conferencing message in Tx-conferencing round 1.
Each Tx (ι+ β − κRx − j), for j ∈ {2, . . . , κTx − 1} can send
its conferencing message only after receiving the conferencing
message from its right-neighbour. Tx (ι + β − κRx − j) can
thus send its conferencing message only in Tx-conferencing
round j + 1.

Finally, as we show in detail in Appendix A-D, through
a careful design of the quantisers and the dirty-paper
codes, source messages Mι+β−κRx−κTx , . . . ,MTx

ι+β−κRx−1 can
be decoded with vanishingly small probability of error as
n → ∞ whenever the following holds:

Rk <
1

2
log

(
1 + α2

k
P2

P+1

1 + α2
k

P
P+1

)
, k ∈ G3, (36a)

RTx
ι+β−κRx−1 <

1

2
log

⎛
⎝1 +

P2

P+1α
2
ι+β−κRx−1

1 + P
P+1α

2
ι+β−κRx−1

⎞
⎠ (36b)

and

RTx >
1

2
log(1 + P). (37)

6See Appendix A-D for more technical details.

C. Tx-Conferencing in Period 2

If we set κRx = 0 everywhere in Subsection V-B, hence
G1 = G4 = ∅, we obtain our scheme for period 2 in case
of Tx-conferencing only. In this case, there is no need for
a message MRx

ι+κTx+2κRx+1 and we can set MTx
ι+κTx+2κRx+1 =

Mι+κTx+2κRx+1.

D. No Conferencing in Period 3

We silence all odd transmitters. This splits the network into
a set of � K

2 � parallel Gaussian point-to-point channels. We use
optimal point-to-point codes over these channels.

E. Analysis

1) Analysis of Period 1: As argued in (28), (30), (33) and
(36) (see also Lemmas 2–5) in Appendix A, in each subnet we
can transmit (2κTx + 2κTx + 1)-(sub)messages each of MG 1.
Thus, over the entire network which consists of γ subnets, our
scheme achieves a MG of

γ (2κTx + 2κRx + 1),

and a per-user MG of

Speriod1 = 2κTx + 2κRx + 1

2κTx + 2κRx + 2
.

We now analyse the communication over the conferenc-
ing links. We have for each subnet g = 0, . . . , γ − 1
(see lemmas 2-5 in Appendix A):

• The κTx consecutive transmitters ι + gβ + κRx, . . . , ι +
gβ + κRx + κTx − 1 send conferencing messages to their
right-neighbours. Each of these messages corresponds
to a decoded source message. Since we transmit all
source messages at rates below (1/2) log(1+ P), also the
rates of the conferencing messages do not exceed (1/2)
log(1 + P).

• The κTx consecutive transmitters ι + (g + 1)β − κRx −
κTx, . . . , ι+(g+1)β−κRx−1 send conferencing messages
to their left-neighbours. Each of these messages corre-
sponds to a decoded source message. Since we transmit
all source messages at rates below (1/2) log(1 + P), also
the rates of the conferencing messages do not exceed
(1/2) log(1 + P).

• The κRx consecutive receivers ι + gβ, . . . , ι + gβ +
κRx − 1 send conferencing messages to their right-
neighbours. Each of these messages corresponds to a rate
(1/2) log(1 + P) quantisation message.7

• Only the κRx consecutive receivers ι + (g + 1)β −
κRx, . . . , ι+ (g + 1)β− 1 send conferencing messages to
their left-neighbours. Each of these messages corresponds
to a rate (1/2) log(1 + P) quantisation message.

Since ι varies from 1, . . . , β, we conclude that over
the entire period each Tx-conferencing link is used for a

7More precisely, the rate should be slightly larger than (1/2) log(1 + P).
Through standard continuity considerations one can show that this does not
change the set of achievable rates. It is thus a minor technicality, which we
ignore.
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κTx/(2κTx + 2κRx + 2)-th fraction of the time, and at a total
rate not exceeding

μTx,Period1 = κTx

2κTx + 2κRx + 2
· 1

2
log(1 + P). (38)

Similarly, each Rx-conferencing link is used for a κRx/(2κTx+
2κRx + 2)-th fraction of the time, and at a total rate not
exceeding

μRx,Period1 = κRx

2κTx + 2κRx + 2
· 1

2
log(1 + P). (39)

2) Analysis of Period 2: Specializing the findings of the
previous section to κRx = 0, the per-user MG achieved in
period 2 is

Speriod2 = 2κTx + 1

2κTx + 2
. (40)

The Tx-conferencing links are used at rate

μTx,Period2 = κTx

2κTx + 2
· 1

2
log(1 + P), (41)

and the Rx-conferencing links are not used at all,

μRx,Period2 = 0. (42)

3) Analysis of Period 3: During the third period the
achieved per-user MG is

Speriod3 = 1

2
. (43)

The conferencing links are not used at all,

μTx,Period3 = 0 (44)

μRx,Period3 = 0. (45)

4) Analysis of Overall Scheme: We first analyse the commu-
nication over the conferencing links. Under assumption (22),
there is Tx-conferencing in periods 1 and 2. Given the length
of the periods in (23), and the Tx-conferencing rates in periods
1 and 2, (38) and (41), in total each Tx-conferencing link is
used at rate not exceeding

N1

n
μTx,period1 + N2

n
μTx,period2

=
( N1

n
· κTx

2κTx + 2κRx + 2

+ N2

n
· κTx

2κTx + 2

)
· 1

2
log(1 + P)

≤
(μRx

κRx
(2κTx + 2κRx + 2)

κTx

2κTx + 2κRx + 2

+
(μTx

κTx
− μRx

κRx

)
(2κTx + 2)

κTx

2κTx + 2

)
· 1

2
log(1 + P)

≤ μTx · 1

2
log(1 + P) = RTx. (46)

Our overall scheme thus respects the Tx-conferencing rate
constraints in (6).

The Rx-conferencing links are used only in period 1 at
rate not exceeding (39). Thus, considering the length of this

period 1 in (23), in total each receiver conferencing link is
used at a rate not exceeding

N1

n
μRx,period1 = N1

n
· κRx

2κTx + 2κRx + 2
· 1

2
log(1 + P)

≤ μRx · 1

2
log(1 + P) = RRx. (47)

Our overall scheme thus also respects the Rx-conferencing rate
constraints in (9).

We now analyse the per-user MG achieved by our overall
scheme. It is given by

S = N1

n
Speriod1 + N2

n
Speriod2 + N3

n
Speriod3. (48)

To evaluate this expression, we distinguish three cases:

1) When

1 ≤ μRx

κRx
(2κTx + 2κRx + 2), (49)

then N1 = n and periods 2 and 3 don’t exist. In this
case,

S = Speriod1 = 2κTx + 2κRx + 1

2κTx + 2κRx + 2
. (50)

2) When 1 > μRx
κRx
(2κTx + 2κRx + 2) and

1 <
μRx

κRx
(2κTx + 2κRx + 2)+

(μTx

κTx
− μRx

κRx

)
(2κTx + 2)

= 2μTx + 2μRx + 2
μTx

κTx
,

then

N1 = n
μRx

κRx
(2κTx + 2κRx + 2),

N2 = n − N1 and N3 = 0 (i.e., period 3 does not exist).
In this case,

S = N1

n
Speriod1 +

(
1 − N1

n

)
Speriod2

= μRx

κRx
(2κTx + 2κRx + 2) · 2κTx + 2κRx + 1

2κTx + 2κRx + 2

+
(

1 − μRx

κRx
(2κTx + 2κRx + 2)

)
2κTx + 1

2κTx + 2

= 2κTx + 1 + 2μRx

2κTx + 2
. (51)

3) When

1 > 2μTx + 2μRx + 2
μTx

κTx
,

then

N1 = n
μRx

κRx
(2κTx + 2κRx + 2),

N2 = n
(μTx

κTx
− μRx

κRx

)
(2κTx + 2),

and

N3 = n − N1 − N − 2 > 0.
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In this case,

S = N1

n
Speriod1 + N2

n
Speriod2

+
(

1 − N1

n
− N2

n

)
Speriod3

= 1 + 2μTx + 2μRx

2
. (52)

Combining all these findings proves Theorem 2.

VI. CONVERSES TO THEOREMS 1 AND 2

We will prove the following five bounds
• For unlimited number of conferencing rounds:

S∞(μ) ≤ 1. (53)

• For unlimited number of conferencing rounds:

S∞(μ) ≤ 2μTx + 2μRx + 1

2
. (54)

• For at most κTx transmitter-conferencing rounds (irre-
spective of the number of receiver-conferencing rounds
κRx):

S(κTx, κRx, μTx, μRx) ≤ 2κTx + 2μRx + 1

2κTx + 2
(55)

• For at most κRx receiver-conferencing rounds (irrespec-
tive of the number of transmitter-conferencing rounds
κTx):

S(κTx, κRx, μTx, μRx) ≤ 2κRx + 2μTx + 1

2κRx + 2
. (56)

• For at ost κTx transmitter-conferencing rounds and at κRx
receiver-conferencing rounds:

S(κTx, κRx, μTx, μRx) ≤ 2κTx + 2κRx + 1

2κTx + 2κRx + 2
. (57)

Since for any μ ≥ 0:

S(κ,μ) ≤ S∞(μ),
above five bounds conclude the proofs of the two converses
to Theorems 1 and 2.

We prove these bounds using a general lemma that we
state in the next subsection. The lemma provides a MAC-type
upper bound, similarly to Sato’s MAC-bound for interference
channels without cooperation [40], [41] and similarly to the
Dynamic MAC-Lemma for interference networks with message
cognition and clustered decoding in [30, Lemma 9].

A. MAC-Lemma for Interference Networks With Conferencing

Consider a K -user interference network with transmitter-
and receiver-conferencing between adjacent users as described
in Section II.

Given a set of indices J ⊆ K := {1, . . . , K }, define the
following sets of inputs, outputs, and messages:

Xn
J := {Xn

k , k ∈ J },
Yn
J := {Y n

k , k ∈ J },
Zn
J := {Zn

k , k ∈ J },
Mn

J := {Mk, k ∈ J },
M̂n

J := {M̂k, k ∈ J }.

Consider arbitrary sets J1,J2 satisfying

J1 ⊆ J2 ⊆ K. (58)

Let Lleft-outputs(J1,J2) denote the subset of indices in J2 that
have an immediate left-neighbour not in J2 and have at least
one right-neighbour at distance less than κRx − 1 that lies
in J1:

Lleft-outputs(J1,J2)

:=
{

k ∈ J2 : (k − 1 /∈ J2 and

{k + 1, k + 2, . . . , k + κRx − 1} ∩ J1 �= ∅)}, (59a)

Now let Lright-outputs(J1,J2) denote the subset of indices in
J2 that have an immediate right-neighbour not in J2 and have
at least one left-neighbour at distance less than κRx − 1 that
lies in J1:

Lright-outputs(J1,J2)

:=
{

k ∈ J2 : (k + 1 /∈ J2 and

{k − κRx + 1, k − κRx + 2, . . . , k − 1} ∩ J1 �= ∅)},
(59b)

In (59), the indices that are not in {1, . . . , K } should be
ignored. Moreover, when the number of receiver-conferencing
rounds is unlimited, then in above definitions κRx needs to be
replaced by K .

For short we will simply write Lleft-outputs and Lright-outputs
when the sets J1 and J2 are clear from the context.

Observation 1: Let Jmessages and Joutputs be two sets satis-
fying

Jmessages ⊆ Joutputs ⊆ K.

Irrespective of the chosen conferencing, encoding, and
decoding functions, it is possible to reproduce the receivers’
guesses of source messages M̂Jmessages , based only on the
following three sets:

1) The set of output signals Yn
Joutputs

;
2) the left-to-right receiver-conferencing signals

{
V ( j )

k−1→k : j ∈ {1, . . . , κRx},
k ∈ Lleft-outputs(Jmessages,Joutputs)

}
; (60)

3) the right-to-left receiver-conferencing signals
{

V ( j )
k+1→k : j ∈ {1, . . . , κRx},

k ∈ Lright-outputs(Jmessages,Joutputs)
}
, (61)

In fact, since the number of receiver-conferencing rounds is
limited to κRx, from above outputs and conferencing signals
it is possible to reconstruct all conferencing messages sent to
receivers in Jmessages.

Similarly, for any sets of indices J1 and J2 satisfying (58),
let Lleft-messages denote the subset of indices in J2 that have
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an immediate left-neighbour not in J2 and have at least one
right-neighbour at distance less than κTx − 1 that lies in J1:

Lleft-messages(J1,J2)

:=
{

k ∈ J2 : (k − 1 /∈ J2 and

{k + 1, k + 2, . . . , k + κTx − 1} ∩ J1 �= ∅)}, (62a)

Also, let Lright-messages(J1,J2) denote the subset of indices in
J2 that have an immediate right-neighbour not in J2 and have
at least one left-neighbour at distance less than κTx − 1 that
lies in J1:

Lright-messages(J1,J2)

:=
{

k ∈ J2 : (k + 1 /∈ J2 and

{k − κTx + 1, k − κTx + 2, . . . , k − 1} ∩ J1 �= ∅)}.
(62b)

In these definitions, indices that are not in {1, . . . , K } should
again be ignored. Also, when the number of transmitter-
conferencing rounds is unlimited, then κTx needs to be
replaced by K .

Observation 2: Let Jmessages and Jinputs be two sets
satisfying

Jinputs ⊆ Jmessages ⊆ K.
Irrespective of the chosen conferencing, encoding, and decod-
ing functions, it is possible to reproduce the channel inputs
Xn
Jinputs

, based only on the following three sets:

1) The set of messages MJmessages ;
2) the left-to-right transmitter-conferencing signals

{
U ( j )

k−1→k : j ∈ {1, . . . , κTx},
k ∈ Lleft-messages(Jinputs,Jmessages)

}
; (63)

3) the right-to-left transmitter-conferencing signals
{

U ( j )
k+1→k : j ∈ {1, . . . , κTx},

k ∈ Lright-messages(Jinputs,Jmessages)
}
. (64)

In fact, since the number of transmitter-conferencing rounds is
limited to κTx, from above messages and conferencing signals
it is possible to reconstruct all conferencing messages sent to
transmitters in Jinputs.

Above two observations allow us to obtain the following
lemma.

Lemma 1 (MAC-Bound for Interference Networks With
Conferencing): Consider an interference network with K
transmitter-receiver pairs and where adjacent transmitters and
receivers can hold conferencing communications over noise-
free pipes of prelogs μTx and μRx as described in Section II.

Let Jinputs,Jmessages, and Joutputs be three subsets of K
satisfying

Jinputs ⊆ Jmessages ⊆ Joutputs ⊆ K, (65)

and let Gn
0,Gn

1, . . . ,Gn
� be �+1 genie-signals, for some � ∈ Z,

independent of the messages M1, . . . ,MK and so that

1

n
h
(
Zn
Joutputs

|Gn
0,Gn

1, . . . ,Gn
�

) ≥ −o(log(P)), (66)

where o(·) denotes the “little-o” Landau symbol.
If for any sequence of encoding, decoding, and conferenc-

ing functions, there exist for each blocklength n functions
{ξ(n)k , k ∈ K} so that

Y n
k = ξ

(n)
k (Xn

Jinputs
,Yn

Joutputs
,Gn

0,Gn
1, . . . ,Gn

� ), k ∈ K, (67)

then the MG is upper-bounded as

lim
P→∞

C�(κ,μ, P)
1
2 log P

≤ +μTx
(|Lleft-messages

∣∣+ ∣∣Lright-messages|
)

+μRx
(|Lleft-outputs| + |Lright-outputs|

)
+ |Joutputs|

Proof: Define a super-receiver that observes

• The set of output signals Yn
Joutputs

;
• The genie-informations Gn

0,Gn
1, . . . ,Gn

� ;
• The left-to-right receiver-conferencing signals

VLleft-messages :=
{

V ( j )
k−1→k : j ∈ {1, . . . , κRx},

k ∈ Lleft-outputs(Jmessages,Joutputs)
}
;

(68a)

• The right-to-left receiver-conferencing signals

VLright-messages :=
{

V ( j )
k+1→k : j ∈ {1, . . . , κRx},

k ∈ Lright-outputs(Jmessages,Joutputs)
}
;

(68b)

• The left-to-right transmitter-conferencing signals

ULleft-inputs :=
{

U ( j )
k−1→k : j ∈ {1, . . . , κTx},

k ∈ Lleft-messages(Jinputs,Jmessages)
}
;

(68c)

• The right-to-left transmitter-conferencing signals

ULright-inputs :=
{

U ( j )
k+1→k : j ∈ {1, . . . , κTx},

k ∈ Lright-messages(Jinputs,Jmessages)
}
.

(68d)

We first prove that this super-receiver can correctly decode
all messages M1, . . . ,MK whenever the K original receivers
decode them correctly. Fix a blocklength n and conferencing,
encoding, and decoding functions at the K original trans-
mitters and receivers. Assume that these original receivers
correctly decode their desired messages. The super-receiver
proceeds as follows:

1) It reconstructs all conferencing messages to receivers
in Jmessages and produces the same guesses of mes-
sages M̂Jmessages as the original receivers. By Observa-
tion 1, this is possible by only using the super-receiver’s
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K∑
k=1

Rk ≤ 1

n
I
(
Yn
Joutputs

,Gn
0,Gn

1, . . . ,Gn
� ,VLleft-outputs,VLright-outputs,ULleft-messages,ULright-messages ; M1, . . . ,MK

)+ εn

n

≤ 1

n
I
(
Yn
Joutputs

; M1, . . . ,MK
∣∣Gn

0,Gn
1, . . . ,Gn

� )

+ 1

n
I (VLleft-outputs,VLright-outputs,ULleft-messages,ULright-messages; M1, . . . ,MK

∣∣Yn
Joutputs

,Gn
0,Gn

1, . . . ,Gn
� )+

εn

n

≤ 1

n
h
(
Yn
Joutputs

)− 1

n
h
(
Yn
Joutputs

∣∣Gn
0,Gn

1, . . . ,Gn
� ,M1, . . . ,MK

)

+ 1

n
H
(
VLleft-outputs

)+ 1

n
H
(
VLright-outputs

)+ 1

n
H
(
ULleft-messages

)+ 1

n
H
(
ULright-messages

)+ εn

n

≤ 1

n
h
(
Yn
Joutputs

)− 1

n
h
(
Zn
Joutputs

∣∣Gn
0,Gn

1, . . . ,Gn
�

)

+ 1

n
H
(
VLleft-outputs

)+ 1

n
H
(
VLright-outputs

)+ 1

n
H
(
ULleft-messages

)+ 1

n
H
(
ULright-messages

)+ εn

n

≤ ∣∣Joutputs
∣∣ · 1

2
log
(
1 + (1 + αmax)

2 P
)+ o(log(P))

+μTx
1

2
log(1 + P)

(|Lleft-outputs
∣∣+ ∣∣Lright-outputs|

)+ μRx
1

2
log(1 + P)

(|Lleft-messages| + |Lright-messages|
)+ εn

n
. (69)

outputs Yn
Joutputs

and its receiver-conferencing signals
VLleft-messages and VLright-messages .

2) It then computes all channel inputs Xn
Jinputs

produced by
the original transmitters. By Observation 2, this is possi-
ble whenever the super-receiver’s previous decoding step
was successful (i.e., whenever the original receivers cor-
rectly decode M̂Jmessages ), because inputs Xn

Jinputs
can be

computed based only on the super-receiver’s transmitter-
conferencing signals ULleft-inputs and ULright-inputs and on
messages MJmessages .

3) It calculates the missing channel outputs Yn
K\Joutputs

using channel outputs Yn
Joutputs

, inputs Xn
Jinputs

, and
genie-information Gn

0, . . . ,Gn
� , which is possible by the

assumption in the lemma.
4) From the entire set of channel outputs Yn

K, it then
reconstructs all conferencing messages to receivers in
K\Jmessages.

5) It finally decodes messages M̂K\Jmessages in the same way
as the original receivers.

Using this five-steps decoding, the super-receiver decodes
correctly whenever the K original receivers decode
correctly.

We now bound the rates that are achievable to the con-
structed super-receiver. Recall that it observes the output
signals Yn

Joutputs
, the genie-information Gn

0,Gn
1, . . . ,Gn

� , and
the conferencing signals in (68). Let

αmax := max
k=2,...,K

|αk |.

By Fano’s inequality, any rate-tuple (R1, . . . , RK ) that is
achievable must satisfy for some sequence εn → 0 as n →
∞ the inequalities leading to (70), as shown at the top of
this page. Letting n → ∞, dividing by 1

2 log(1 + P), and
letting finally P → ∞ we obtain the desired upper bound
in (68).

B. Proof of (53)

Follows by specializing Lemma 1 to the choice

Jinputs = Jmessages = Joutputs = K. (70)

There is no genie-information. For this choice, the sets

Lleft-messages = Lright-messages = Lleft-outputs = Lright-outputs = ∅
are all empty, and knowing Yn

Joutputs
one can trivially recon-

struct all outputs Y n
1 , . . . ,Y n

K . From Lemma 1 we thus obtain
the upper bound

S∞ ≤ 1. (71)

C. Proof of (54)

Follows by specializing Lemma 1 to the genie-information

Gn
i := Zn

2(i+1) − α2(i+1)Z
n
2i+1, i ∈ {0, 1, . . . , �K/2� − 1},

and to the sets

Jinputs = Jmessages = Joutputs = {2, 4, 6, . . . , 2 · �K/2�, K }.
So, above sets contain all even indices as well as the last
index K in case K is odd. Since the set Yn

Joutputs
con-

tains only every second output sequence, in order to decode
messages MJmessages one also needs to know all left-to-
right conferencing messages to receivers in {2, 4, 6, . . . , K }
and all right-to-left conferencing messages to receivers in
{2, 4, 6, 8, . . . , 2·�K/2�−2}. Similarly, to reconstruct channel
inputs Xn

Jinputs
from messages MJmessages one also needs to

know all left-to-right conferencing messages to transmitters in
{2, 4, 6, 8, . . . , K } and all right-to-left conferencing messages
to transmitters in {2, 4, 6, 8, . . . , 2 · �K/2� − 2}. Irrespective
of the number of allowed conferencing rounds:

Lleft-messages = Lleft-outputs = {2, 4, 6, . . . , 2 · �K/2�},
Lright-messages = Lright-outputs = {2, 4, 6, . . . , 2 · �K/2� − 2}.
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For each i ∈ {0, 1, . . . , �K/2�−1} it is possible to compute
Y n

2i+1 from the outputs Y n
2(i+1), the inputs Xn

2i and Xn
2(i+1), and

the genie-information Gn
i :

Y n
2i+1 = α−1

2(i+1)(Y
n
2(i+1) − Xn

2(i+1))︸ ︷︷ ︸
=Xn

2i+1+α−1
2(i+1)Zn

2(i+1)

+α2i+1 Xn
2i − α−1

2(i+1)G
n
i .

By Lemma 1 and because
∣∣Joutputs

∣∣ = K − �K/2�∣∣Lleft-messages
∣∣ = ∣∣Lleft-outputs

∣∣ = �K/2�∣∣Lright-messages
∣∣ = ∣∣Lright-outputs

∣∣ = �K/2� − 1

we obtain the desired upper bound

S∞ ≤ 1 + 2μTx + 2μRx

2
.

D. Proof of (55)

Define

β1 := 2(κTx + 1)

γ1 :=
⌊

K − κTx − 2

2κTx + 2

⌋
.

We specialize Lemma 1 to the choice of index sets

Jinputs = {gβ1 + κTx + 2}γ1
g=0,

Jmessages = Joutputs = K\ {gβ1 + 1}γ1
g=0.

One can decode messages MJmessages if one knows outputs
Yn
Joutputs

as well as all left-to-right conferencing messages to

receivers in {gβ1 + 2}γ1
g=0 and all right-to-left conferencing

messages to receivers in {gβ1}γ1
g=1. In fact, with these outputs

and conferencing messages it is possible to compute all
conferencing messages to receivers in Jmessages. Therefore,

Lleft-outputs = {gβ1 + 2}γ1
g=0,

Lright-outputs = {gβ1}γ1
g=1.

From Messages MJmessages one can reconstruct all confer-
encing messages to transmitters in Jinputs, and thus also their
corresponding inputs Xn

Jinputs
. Therefore,

Lleft-messages = Lright-messages = ∅.
We choose � = γ1 and the genie-informations:

Gn
0 = Zn

1 +
κTx∑
ν=1

⎛
⎝ ν∏

j=1

−1

α1+ j

⎞
⎠ Zn

1+ν,

and for g ∈ {1, . . . , γ1}:

Gn
g = Zn

1+gβ1
+

κTx∑
ν=1

⎛
⎝ ν∏

j=1

−1

αgβ1+1+ j

⎞
⎠ Zn

1+gβ1+ν

+
κTx∑
ν=1

⎛
⎝ ν∏

j=1

(−αgβ1+1+ j−ν)

⎞
⎠ Zn

1+gβ1−ν.

Notice that from the genie-informations Gn
0,Gn

1, . . . ,Gn
� ,

the inputs Xn
Jinputs

, and the outputs Yn
Joutputs

one can reconstruct

the remaining outputs Yn
K\Joutputs

= {Y n
gβ1+1}γ1

g=0. In fact,

Y n
1 = −

κTx+1∑
ν=1

⎛
⎝ ν∏

j=1

−1

α1+ j

⎞
⎠Y n

1+ν

+
⎛
⎝κTx+1∏

j=1

−1

α1+ j

⎞
⎠ Xn

κTx+2 + Gn
0 (72a)

and, for g ∈ {1, . . . , γ1},
Y n

1+gβ1

= Gn
g −

κTx+1∑
ν=1

⎛
⎝ ν∏

j=1

−1

αgβ1+1+ j

⎞
⎠Y n

1+gβ1+ν

−
κTx∑
ν=1

⎛
⎝ ν∏

j=1

(−αgβ1+1+ j−ν)

⎞
⎠Y n

1+gβ1−ν

+
⎛
⎝t�+r�+1∏

j=1

−1

αgβ1+1+ j

⎞
⎠ Xn

κTx+2+gβ1

−
⎛
⎝ κTx∏

j=0

(−αgβ1+1+ j−κTx)

⎞
⎠ Xn

κTx+2+(g−1)β1
. (72b)

Since

∣∣Joutputs
∣∣ = K − γ1 − 1 = K −

⌊
K − κTx − 2

2κTx + 2

⌋
− 1,

∣∣Lleft-messages
∣∣ = ∣∣Lright-messages

∣∣ = 0,
∣∣Lleft-outputs

∣∣ = γ1 + 1 =
⌊

K − κTx − 2

2κTx + 2

⌋
+ 1

∣∣Lright-outputs
∣∣ = γ1 =

⌊
K − κTx − 2

2κTx + 2

⌋
,

we obtain the desired upper bound in (55) by applying
Lemma 1 to above choices.

E. Proof of (56)

Define

β2 := 2(κRx + 1)

γ2 :=
⌊

K − κRx − 2

2κRx + 2

⌋
.

We specialize Lemma 1 to the choice of index sets

Jmessages = Jinputs = {gβ2 + κRx + 2}γ2
g=0

Joutputs = K\ {gβ2 + 1}γ2
g=0,

and the genie-informations Gn
0,Gn

1, . . . ,Gn
γ2

:

Gn
0 = Zn

1 +
κRx∑
ν=1

⎛
⎝ ν∏

j=1

−1

α1+ j

⎞
⎠ Zn

1+ν,
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and for g ∈ {1, . . . , γ2}:

Gn
g = Zn

1+gβ2
+

κRx∑
ν=1

⎛
⎝ ν∏

j=1

−1

αgβ2+1+ j

⎞
⎠ Zn

1+gβ2+ν

+
κRx∑
ν=1

⎛
⎝ ν∏

j=1

(−αgβ2+1+ j−ν)

⎞
⎠ Zn

1+gβ2−ν .

From outputs Yn
Joutputs

, one can decode messages MJmessages .
Therefore,

Lleft-outputs = Lright-outputs = ∅. (73)

If one knows all messages MJmessages , all left-conferencing
messages to transmitters in {gβ2 + 2}γ2

g=0, and all right-to-left
conferencing messages to transmitters in {gβ2 + 2}γ2

g=1, then
one can compute all channel inputs Xn

Jinputs
. Therefore,

Lleft-messages = {gβ2 + 2}γ2
g=0,

Lright-messages = {gβ2}γ2
g=1.

Notice that from the genie-informations Gn
0,Gn

1, . . . ,Gn
� ,

the inputs Xn
Jinputs

, and the outputs Yn
Joutputs

one can reconstruct

the remaining outputs Yn
K\Joutputs

= {Y n
gβ2+1}γ2

g=0. (This can be
proved following similar steps as in (72).)

Since

∣∣Joutputs
∣∣ = K − γ2 − 1 = K −

⌊
K − κRx − 2

2κRx + 2

⌋
− 1,

∣∣Lleft-messages
∣∣ = γ2 + 1 =

⌊
K − κRx − 2

2κRx + 2

⌋
+ 1,

∣∣Lright-messages
∣∣ = γ2 =

⌊
K − κRx − 2

2κRx + 2

⌋
,

∣∣Lleft-outputs
∣∣ = ∣∣Lright-outputs

∣∣ = 0,

we can obtain the desired upper bound (56) by applying
Lemma 1 to above choices.

F. Proof of (57)

Define

β3 := 2(κTx + κRx + 1)

γ3 :=
⌊

K − κTx − κRx − 2

2κTx + 2κRx + 2

⌋
.

The desired upper bound (57) can be proved by applying
Lemma 1 to the choice of index sets

Jmessages = Jinputs = {gβ3 + κTx + κRx + 2}γ3
g=0

Joutputs = K\ {gβ3 + 1}γ3
g=0,

and genie-informations Gn
0,Gn

1, . . . ,Gn
γ3

, where

Gn
0 = Zn

1 +
κTx+κRx∑
ν=1

⎛
⎝ ν∏

j=1

−1

α1+ j

⎞
⎠ Zn

1+ν,

and for g ∈ {1, . . . , γ3}:

Gn
g = Zn

1+gβ3
+
κTx+κRx∑
ν=1

⎛
⎝ ν∏

j=1

−1

αgβ3+1+ j

⎞
⎠ Zn

1+gβ3+ν

+
κTx+κRx∑
ν=1

⎛
⎝ ν∏

j=1

(−αgβ3+1+ j−ν)

⎞
⎠ Zn

1+gβ3−ν .

Alternatively, upper bound (57) follows from the following
argument. Let us suppose that a genie provides each transmit-
ter the source messages of the κTx transmitters on its left and
right; that is, transmitter k is given source messages

(Mk−κTx , . . . , Mk−1) and (Mk+1, . . . , Mk+κTx ),

where messages with indices outside {1, . . . , K } should be
ignored.

Let us also suppose that the genie provides to each receiver
the exact channel outputs at the κRx receivers on its left and
right; that is, receiver k is given

(Y n
k−κRx

, . . . , Y n
k−1) and (Y n

k+1, . . . , Y n
k+κRx

),

where outputs with indices outside {1, . . . , K } should also be
ignored. Lapidoth et al. [30, Corollary 2] established that the
per-user MG of this genie-aided problem is given by (2κTx +
2κRx + 1)/(2κTx + 2κRx + 2). Since the per-user MG of the
genie-aided problem cannot be smaller than S(κ,μ) in the
problem at hand, we obtain upper bound (57).

VII. SUMMARY AND CONCLUSION

We quantify how the per-user MG of Wyner’s soft-handoff
interference network increases with the number of permitted
Tx- and Rx-conferencing rounds. We identify three regimes.
When the conferencing links are of low rate, then the per-
user MG does not depend on the number of permitted confer-
encing rounds; a single round of non-interactive conferencing
suffices. When the conferencing links are of moderate rate,
then an increasing finite number > 1 of conferencing rounds
is needed. Finally, when the conferencing links are of high
rate, then every additional conferencing round increases the
per-user MG.

Determining the smallest number of conferencing rounds
that attains the asymptotic MG per user is of practical interest,
because it allows to limit implementation complexity.

Intuitively, increasing the number of Tx- and
Rx-conferencing rounds in an interference network can
be beneficial, because information about a given transmit
message or about a given receive signal can be spread over
a larger part of the network. This is important for iterative
interference mitigation techniques (like successive dirty-
paper coding at the transmitters and successive interference
cancellation at the receivers), where interference-mitigation
information precisely needs to propagate over the network.

To avoid propagating interference beyond what can be
mitigated with the number of permitted conferencing rounds,
in our scheme we periodically deactivate transmitters. This
splits the large network into smaller subnets. Over each
of these subnets we employ a coding scheme that smartly
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combines transmitter and receiver interference-mitigation tech-
niques so as to fully cancel all the interference in the
subnet.

The conferencing protocols and interference-mitigation
techniques that we use in the subnets, are inspired by Ntra-
nos et al. [24]. Transmitters describe quantised versions of
transmit signals over the Tx-conferencing links to their left-
or right-neighbours, and these neighbours apply dirty-paper
coding to mitigate the interference signals described over the
conferencing links. Receivers send decoded messages over
Rx-conferencing links to their left- or right-neighbours. These
neighbours then reconstruct the transmit signals corresponding
to the conferenced messages, and subtract these interferences
from their receive signals.

In general, the described conferencing strategies are strictly
better than conferencing messages at the transmitter-side and
quantised versions of receive signals at the receiver-side. The
advantage of this latter conferencing strategy however is that
it can be applied also in oblivious setups (like for example
in C-RANs) where the codebooks are not known during the
Tx- and Rx-conferencing phases. When only a single confer-
encing round is permitted at the transmitter and the receiver
side, then the two conferencing strategies are equivalent.
In this sense, our results also provide an estimate about the
loss in per-user MG in oblivious setups.

APPENDIX A
DETAILED DESCRIPTION AND ANALYSIS OF THE

CODING SCHEMES IN A SUBNET

We describe and analyse the random coding argument that
we employ for the first subnet. We will construct random
codebooks, which are revealed to all transmitters and receivers
before communication starts. The probabilities of decoding
errors that we present in our analysis are average probabilities
of error, where the average is taken over the random source
messages, the random channel realisations and the random
choices of the codebooks. We shall identify conditions under
which these average probabilities of decoding errors tend
to 0 as the blocklength n → ∞. Standard arguments then
imply that there must exist a deterministic choice of all the
codebooks such that the average probabilities of decoding
errors (now averaged only over the source messages and the
channel realisations) tend to 0 as n → ∞.

Recall that in the first subnet we transmit messages
Mι, . . ., Mι+β−κRx−2, M(Tx)

ι+β−κRx−1, M(Rx)
ι+β−κRx−1, Mι+β−κRx ,

. . ., Mι+β−2, and that these messages are partitioned into
four groups, see subsection V-B.2 and figure 13. We explain
transmission of these four groups separately. For ease of
exposition, we start with group 1, followed by group 2, then
group 4, and finally group 3.

A. Transmission of Messages Mι, . . . ,Mι+κRx

For each k ∈ {ι, ι+ 1, . . . , ι+ κRx}, let

CP2P,k :=
{

Xn
k (m) = (Xk,1(m) . . . Xk,n(m)

)}�2nRk �
m=1

be a random Gaussian codebook of rate Rk with codewords
of length n drawn iid as Xk ∼ N (0, P).8 Given source
message Mk , Tx k sends the corresponding codeword Xn

k (Mk)
over the channel.

Consider Rx ι (the first receiver in group one). Tx (ι − 1)
has been deactivated, so the channel output at Rx ι is

Y n
ι = Xn

ι (Mι)+ Zn
ι , (74)

where the addition is understood to be symbol by symbol. Rx ι
looks through the codebook CP2P,ι for a unique index m∗ such
that Xn

ι (m
∗) and Y n

ι are jointly typical [38]. If successful, Rx ι
declares M̂ι = m∗, otherwise it declares M̂ι = 1. By standard
arguments [38], if

Rι <
1

2
log(1 + P), (75)

then P[M̂ι �= Mι] → 0 as n → ∞.
Rx ι sends its estimate M̂ι of Mι to Rx (ι + 1) during the

first Rx-conferencing round:

V (1)
ι→ι+1 := M̂ι. (76)

(This will be the only conferencing message that Rx ι sends).
Rx (ι + 1) estimates the interference from Tx ι to be

αι+1 Xn
ι (M̂ι) and computes

Ŷ n
ι+1 := Y n

ι+1 − αι+1 Xn
ι (M̂ι). (77)

If Rx ι decoded correctly, M̂ι = Mι, then Xn
ι (M̂ι) = Xn

ι (Mι)
and

Ŷ n
ι+1 = Xn

ι+1(Mι+1)+ Zn
ι+1.

Rx (ι + 1) looks through its codebook CP2P,ι+1 for a unique
index m∗ such that Xn

ι+1(m
∗) and Ŷ n

ι+1 are jointly typical.
If successful, it declares M̂ι+1 = m∗, otherwise it declares
M̂ι+1 = 1. If

Rι+1 <
1

2
log(1 + P), (78)

then P[M̂ι+1 �= Mι+1|M̂ι = Mι] → 0 as n → ∞.
Rx (ι+ 1) sends its estimate M̂ι+1 to Rx (ι+ 2) during the

second Rx-conferencing round:

V (2)
ι+1→ι+2 = M̂ι+1. (79)

The same process is repeated for receivers ι+2, . . . , ι+κRx
in increasing order, see also Figure 14. The only differ-
ence concerns the Rx-conferencing messages: The right-most
receiver Rx (ι + κRx − 1) does not send any conferenc-
ing message at all. Every other receiver (ι + j), for j ∈
{2, . . . , κRx−1}, has to wait until Rx-conferencing round j +1
to send its conferencing message M̂ι+ j :

V (j+1)
ι+ j→ι+ j+1 = M̂ι+ j , j ∈ {2, . . . , κRx − 1}. (80)

The next lemma follows by iteratively applying the argu-
ments we used to derive (75) and (78) and accounting for
(76) and (79).

8To be precise, in order to satisfy the power constraint P in (2), the variance
of Xk needs to be chosen slightly smaller than P . This is a technicality that
we will ignore for ease of exposition.
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Lemma 2: Source messages Mι, . . . ,Mι+κRx are success-
fully decoded with probability tending to 1 as n → ∞,
whenever

Rk <
1

2
log (1 + P) , ∀ k ∈ {ι, . . . , ι+ κRx},

and

RTx > Rk, ∀k ∈ {ι, . . . , ι+ κRx − 1}.

B. Transmission of Messages Mι+κRx+1, . . ., Mι+κRx+κTx

Let us temporarily fix k = ι+ κRx + 1 to simplify notation.
Consider Tx (k − 1) (the last transmitter in group one), and
recall that its channel codeword Xn

k−1(Mk−1) was chosen from
an iid Gaussian codebook of power P . To help facilitate
communication at Tx k (the first transmitter of group 2),
Tx (k − 1) sends a rate (1/2) log(1 + P) quantisation of its
transmitted signal Xn

k−1(Mk−1) to Tx k.
Let

X̂k−1 ∼ N
(

0,
P2

1 + P

)
and Z†

k−1 ∼ N
(

0,
P

1 + P

)
.

so that

Xk−1 := X̂k−1 + Z†
k−1 ∼ N (0, P).

Construct a random quantisation codebook

CRD,k−1 :=
{

X̂n
k−1(u) = (X̂k−1,1(u) . . . X̂k−1,n(u)

)}�2nRTx �
u=1

with codewords of length n drawn iid as X̂k−1.
Tx (k − 1) takes its channel codeword Xn

k−1(Mk−1) and
looks through CRD,k−1 for a unique index u∗ such that
Xn

k−1(Mk−1) and X̂n
k−1(u

∗) are jointly typical. If successful,
Tx (k − 1) sends the index

U(1)
k−1→k = u∗ (81)

to Tx k during Tx-conferencing round 1; otherwise it sends
U(1)

k−1→k = 1. (This is the only conferencing message
Tx (k − 1) sends.)

Let Qk−1 denote the event that the described quantisation
is successful, i.e., that there was a unique index u∗. Standard
arguments show that whenever the Tx-conferencing rate sat-
isfies

RTx >
1

2
log(1 + P), (82)

then P[Qk−1] → 1 as n → ∞.
Now consider Tx/Rx pair k. Rx k observes the channel

outputs

Y n
k = αk Xn

k−1(Mk−1)+ Xn
k + Zn

k ,

which can be rewritten as

Y n
k = Xn

k︸︷︷︸
channel input

+ αk X̂n
k−1(U

(1)
k−1→k)︸ ︷︷ ︸

channel state Sn
k known at Tx k

+ αk
(
Xn

k−1(Mk)− X̂n
k−1(U

(1)
k−1→k)

)+ Zn
k︸ ︷︷ ︸

additive noise Z̃ n
k

. (83)

After obtaining the conferencing message U(1)
k−1→k , Tx k

reconstructs X̂k−1(U
(1)
k−1→k). It then encodes its source mes-

sage Mk using dirty-paper coding over spheres [3, Sec. V],9

[33] of power P and designed for the channel in (83) with
additive state sequence

Sn
k := αk X̂n

k−1(U
(1)
k−1→k) (84)

and additive noise sequence

Z̃ n
k := αk

(
Xn

k−1(Mk)− X̂n
k−1(U

(1)
k−1→k)

)+ Zn
k .

Rx k uses dirty-paper decoding over spheres as described
in [3, Sec. V-C]. Adapting [3, Corollary IV.2] similarly as in
[3, Remark IV.4], and in view of footnote 10, we obtain the
following: If Tx k sends its source message Mk to Rx k using
dirty-paper coding over spheres [3, Sec. V]9 , [33] of power
P and designed for a channel with normalised noise variance
N = 1 + α2

k P/(P + 1) and interference sequence Sn
k , and if

the rate of the source message

Rk <
1

2
log

(
1 + P

1 + α2
k

P
P+1

)
, (85)

then P[M̂k �= Mk |Qk−1] → 0 as n → ∞.
Now let k = ι + κRx + 2 and consider Tx (k − 1) (the

first transmitter in group 2 that we also considered in the
previous dirty-paper coding step). It facilitates communication
at Tx k (the second transmitter in group 2) by sending it a rate-
(1/2) log(1 + P) quantisation of its input signal Xn

k−1. Since
this input signal was produced by the dirty-paper coding over
spheres in [3, Sec. V]), we use a quantisation codebook

CRD,k−1 :=
{

X̂n
k−1(u)

}�2nRTx �
u=1

with codewords X̂n
k−1(u) that are picked iid uniformly over

the surface of an n-dimensional sphere of radius

√
nVar

(
X̂k−1

) =
√

n
P2

1 + P
.

Quantisation is as follows. Tx (k − 1) looks through CRD,k−1

for the vector X̂n
k−1(u

∗) whos angle with Xn
k−1 is closest

to
√

P
P+1 :

u∗ = argminu∈{1,...,2nRTx }
∣∣∣∣� (X̂n

k−1(u), Xn
k−1

)−
√

P

P + 1

∣∣∣∣.
Tx (k − 1) sends the index u∗ over the conferencing link to
Tx k. It does so during the second Tx-conferencing round:

U(2)
k−1→k = u∗.

9Standard dirty-paper coding and its analysis are not sufficient because the
noise sequence Z̃ n

k is neither iid (not even when averaged over all codebooks)
nor independent of the state sequence Sn

k .
In fact, since the state-sequence Sn

k is not uniform over a sphere, the dirty-
paper encoding over spheres needs to be extended as described in the proof
of [3, Ramark III-5]. The analysis of this extended dirty-paper coding over
spheres only requires that the normalised lengths of the noise and the state
sequences are approximately constant and the noise and state sequences are
approximately orthogonal [3]. Given event Qk−1, our setup satisfies these

conditions: 1
n

∥∥Z̃ n
k

∥∥2 −→ 1 + α2
k

P
P+1 , 1

n

∥∥Sn
k

∥∥2 −→ α2
k

P2

P+1 , and
1
n < Z̃ n

k , Sn
k > −→ 0, where convergence is in probability everywhere.
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By standard arguments (see e.g., proof of [39, eq, (134)]),
whenever

RTx >
1

2
log(1 + P), (86)

then ∣∣∣∣ � (X̂n
k−1(u

∗), Xn
k−1

)−
√

P

P + 1

∣∣∣∣ −→ 0 (87)

in probability.
Tx k reconstructs the quantised signal X̂n

k−1(U
(2)
k−1→k), and

encodes its source message Mk using dirty-paper coding over
spheres of power P and for a channel with normalised noise
variance N = 1 + α2

k P/(P + 1) and interference sequence
Sn

k := αk X̂n
k−1(U

(2)
k−1→k).

Receiver k applies dirty-paper coding over spheres to
decode message Mk from its output sequence

Y n
k = Xn

k︸︷︷︸
channel input

+ αk X̂n
k−1(U

(1)
k−1→k)︸ ︷︷ ︸

channel state Sn
k known at Tx k

+ αk
(
Xn

k−1(Mk)− X̂n
k−1(U

(1)
k−1→k)

)+ Zn
k︸ ︷︷ ︸

additive noise Z̃ n
k

.

Since given (86) the noise sequence Z̃ n
k and state

sequence Sn
k satisfy again the convergence conditions in foot-

note 10, extending Corollary IV.2 similarly to Remark IV.4
(both in [3]), we obtain that if (86) and

Rk <
1

2
log

(
1 + P

1 + α2
k

P
P+1

)
(88)

hold, then P[M̂k �= Mk ] → 0 as n → ∞.
The same procedure can be repeated for k = ι + κRx +

3, . . . , ι + κRx + κTx, see also Figure 15. The next lemma
follows by iteratively applying the arguments we used to
derive (85) and (88).

Lemma 3: Source messages Mι+κRx+1 . . . ,Mι+κRx+κTx are
successfully decoded with probability tending to 1 as n → ∞,
whenever

Rk <
1

2
log (1 + P)

for all k ∈ {ι+ κRx + 1, . . . , ι+ κRx + κTx} and

RTx >
1

2
log(1 + P).

C. Transmission of Messages MRx
ι+β−κRx−1, . . . ,Mι+β−2

For each k ∈ {ι+ β − κRx − 1, . . . , ι+ β − 2}, let

CP2P,k :=
{
�n

k (m) = (�k,1(m) . . . �k,n(m)
)}�2nRk �

m=1
.

be a random Gaussian codebook of rate Rk with codewords of
length n drawn iid as �k ∼ N (0, α2

k+1 P). Given source mes-
sage Mk ,10 Tx k picks the corresponding codeword �n

k (Mk)
and transmits the scaled sequence

Xn
k = α−1

k+1�
n
k (Mk). (89)

10Whenever we write Mk or Rk for k = ι+β − κRx − 1 in this subsection
we actually mean MRx

ι+β−κRx−1 and RRx
ι+β−κRx−1. We do not write the latter

for ease of exposition.

Transmission of each source message Mk goes over the
“diagonal path”

Tx k −→ Rx (k + 1) −→ Rx k.

In fact, Rx k + 1 decodes source message Mk and describes
its guess over the conferencing link to Rx k − 1, which then
declares this message.

Consider Rx ι+β−1 (the last receiver in the subnet). Since
in our scheme Tx ι+β−1 is deactivated, Rx ι+β−1 observes

Y n
ι+β−1 = αι+β−1 Xn

ι+β−2 + Zn
ι+β−1

= �n
ι+β−2(Mι+β−2)+ Zn

ι+β−1, (90)

where the second equality follows by (89).
Rx ι + β − 1 decodes source message Mι+β−2. It looks

through codebook CP2P,ι+β−2 for a unique index m∗ such that
�n
ι+β−2(m

∗) and Y n
ι+β−1 are jointly typical. If successful it

sets M̂ι+β−2 = m∗, otherwise it sets M̂ι+β−2 = 1. By standard
arguments [37], if

Rι+β−2 <
1

2
log(1 + α2

ι+β−1 P), (91)

then P[M̂ι+β−2 �= Mι+β−2] → 0 as n → ∞.
Rx ι+ β − 1 sends the conferencing message

V (1)
(ι+β−1)→(ι+β−2) = M̂ι+β−2 (92)

to Rx ι + β − 2. (This is the only conferencing message
Rx ι+ β − 1 sends.)

We next consider Rx ι + β − 2. (This is the receiver
immediately left to the previously considered receiver, which
obtained the conferencing message (92).) It observes channel
outputs

Y n
ι+β−2 = Xn

ι+β−2 + αι+β−2 Xn
ι+β−3 + Zn

ι+β−2

= α−1
ι+β−1�

n
ι+β−2(Mι+β−2)︸ ︷︷ ︸

interference “known” at receiver

+�n
ι+β−3(Mι+β−3)︸ ︷︷ ︸

desired signal

+ Zn
ι+β−2︸ ︷︷ ︸
noise

(93)

where the second equality follows again by (89).
Rx ι + β − 2 has a guess of Mι+β−2, see (92), and

thus an estimate about α−1
ι+β−1�

n
ι+β−2(Mι+β−2). It will cancel

this “interference” before decoding source message Mι+β−3.
Specifically, Rx ι+ β − 2 first forms

Ŷ n
ι+β−2 = Y n

ι+β−2 − α−1
ι+β−1�

n
ι+β−2(M̂ι+β−2), (94)

and then looks through codebook CP2P,ι+β−2 for a unique
index m∗ such that �n

ι+β−3(m
∗) and Ŷ n

ι+β−2 are jointly typ-

ical. If successful it sets M̂ι+β−3 = m∗, otherwise it sets
M̂ι+β−3 = 1.

Notice that when M̂ι+β−2 = Mι+β−2, then

Ŷ n
ι+β−2 = �n

ι+β−3(Mι+β−3)+ Zn
ι+β−2, (95)

and Rx ι + β − 2 can declare source message Mι+β−3 based
on an interference-free signal.
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By standard arguments [37], P[M̂ι+β−3 �=
Mι+β−3|M̂ι+β−2 = Mι+β−2] → 0 as n → ∞, whenever

Rι+β−3 <
1

2
log(1 + α2

ι+β−2 P). (96)

Rx ι+ β − 2 sends the Rx-conferencing message

V (2)
(ι+β−2)→(ι+β−3) = M̂ι+β−3

to its left neighbour. (This is its only conferencing message.)
Finally, Rx ι+β − 2 declares the guess M̂ι+β−2 that it had

obtained from its right neighbour (92).
The same process is repeated for receivers ι + β − 3,

ι+ β − 4, . . . , i + β − κRx − 1 in decreasing order.
The next lemma follows by iteratively applying the argu-

ments we used to derive (91) and (96).
Lemma 4: Source messages MRx

ι+β−κRx−1, Mι+β−κRx , . . .,
Mι+β−2 are successfully decoded with probability tending to
1 as n → ∞, whenever

Rk <
1

2
log
(

1 + α2
k+1 P

)
,

for all k ∈ {ι+ β − κRx, . . . , ι+ β − 2},
RRx
ι+β−κRx−1 <

1

2
log
(

1 + α2
ι+β−κRx

P
)
,

and

RRx > max
{

RRx
ι+β−κRx−1, Rι+β−κRx , . . . , Rι+β−2

}
.

D. Transmission of Messages Mι+β−κRx−κTx , . . .,
Mι+β−κRx−κTx−2, MTx

ι+β−κRx−1

Fix k = ι+β−κRx −1, and consider the special Tx/Rx pair
k. (In Figure 13 this is the blue transmitter.) As we described
in the previous subsection, Tx k already encoded its source
message MRx

k into its input signal Xn
k that was drawn from an

iid Gaussian codebook.
Tx k now encodes its second source message MTx

k which
it transmits over the path

Tx k −→ Tx (k − 1) −→ Rx k.

For convenience we will denote MTx
ι+β−κRx−1 simply by Mk .

Rx k will construct a transmit signal �n
k (Mk) and send a rate

(1/2) log(1+ P) quantisation of �n
k over the conferencing link

to its left-neighbour Tx (k−1). This latter will then reconstruct
the quantised sequence �̂n

k and send it over the network,
see (101) ahead.

We first describe the quantisation, and then the construc-
tion of �n

k (Mk). Since �n
k (Mk) won’t be iid Gaussian, we

will draw our quantisation codebook uniform over a sphere.
Construct a random quantisation codebook

CRD,k :=
{
�̂n

k (u)
}�2nRTx �

u=1

by choosing all vectors iid uniformly over an n-dimensional

sphere of radius
√

nα2
k P . Tx k looks through CRD,k for the

quantisation vector �̂n
k (u

∗) whos angle with �n
k is closest to√

P
P+1 :

u∗ = argmin

∣∣∣∣ � (�̂n
k (u),�

n
k

)−
√

P

P + 1

∣∣∣∣, (97)

where the argmin is over all u ∈ {1, . . . , 2nRTx
}
. Tx k sends

index u∗ to its left-neighbour Tx k in Tx-conferencing round 1:

U(1)
k→k−1 = u∗. (98)

By standard arguments (see e.g., proof of [39, eq. (134)]),
whenever

RTx >
1

2
log(1 + P), (99)

then ∣∣∣∣ � (�̂n
k (u

∗),�n
k )−

√
P

P + 1

∣∣∣∣→ 0 (100)

in probability.
After obtaining conferencing message U(1)

k→k−1, Tx (k − 1)
reconstructs �̂k

(
U(1)

k→k−1

)
and transmits

Xn
k−1 = α−1

k �̂k
(
U(1)

k→k−1

)
(101)

over the interference network.
Rx k observes the channel outputs

Y n
k = Xn

k + αk Xn
k−1 + Zn

k

= Xn
k + �̂n

k + Zn
k (102)

which we choose to write

Y n
k = P

P + 1
�n

k (Mk)︸ ︷︷ ︸
desired signal

+ Xn
k︸︷︷︸

state sequence Sn
k

+
(
�̂n

k − P

P + 1
�n

k

)
+ Zn

k︸ ︷︷ ︸
noise sequence Z̃ n

k

. (103)

Transmitter k encodes Mk using a generalized dirty-paper
code over spheres [3], [33] of power α2

k
P2

P+1 for the state-
dependent channel in (106), i.e., for a channel with additive
noise

Z̃ n
k :=

(
�̂n

k − P

P + 1
�n

k

)
+ Zn

k , (104)

and iid additive Gaussian state

Sn
k := Xn

k . (105)

Let �n
DPC,k(Mk) denote the resulting dirty-paper sequence.

Tx k sets

�k(Mk) := P + 1

P
�n

k (Mk).

Receiver k observes

Y n
k = �n

DPC,k(Mk)︸ ︷︷ ︸
dirty-paper signal

+ Xn
k︸︷︷︸

state sequence Sn
k

+
(
�̂n

k − P

P + 1
�n

k

)
+ Zn

k︸ ︷︷ ︸
noise sequence Z̃ n

k

, (106)



WIGGER et al.: CONFERENCING IN WYNER’S ASYMMETRIC INTERFERENCE NETWORK 1225

and applies dirty-paper decoding over spheres to decode
Message Mk . From a slight extension of [3, Corollary IV.2]11

can be shown to extend readily, e.g., using the arguments in
the proof of [3, Remark III-5] we obtain that, if (99) holds
and if

RTx
k <

1

2
log

(
1 + α2

k
P2

P+1

1 + α2
k

P
P+1

)
, (107)

then P[M̂k �= Mk ] → 0 as n → ∞. The same process is
repeated for k = ι + β − κRx − 2, . . . , ι + β − κRx − κTx in
decreasing order.

The next lemma follows by iteratively applying the argu-
ments we used to derive (107), see also (99).

Lemma 5: Source messages Mι+β−κRx−κTx , . . .,
Mι+β−κRx−2, MTx

ι+β−κRx−1 are successfully decoded with
probability tending to 1 as n → ∞, whenever

Rk <
1

2
log

(
1 + α2

k
P2

P+1

1 + α2
k

P
P+1

)

for k ∈ {ι+ β − κRx − κTx, . . . , ι+ β − κRx − 2} and

RTx
ι+β−κRx−1 <

1

2
log

⎛
⎝1 +

P2

P+1α
2
ι+β−κRx−1

1 + P
P+1α

2
ι+β−κRx−1

⎞
⎠ .

and

RTx >
1

2
log(1 + P).
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