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Abstract—A generic intuition says that the pre-log, or multi- result by Telatar [8] who showed that fancorrelatednoise
plexing gain, cannot be larger than the minimum of the number sequences, the “pre-log” is upper bounded by the number of
of transmit and receive dimensions. This suggests that forhe transmit antennas and by the number of receive antennas, eve
scalar broadcast channel, the pre-log cannot exceed one. By. . .
contrast, in this note, we show that when the noises are anti- if th.e two receivers are alloyved cooperate. Therefore, & th
correlated and feedback is present, then a pre-log of two can Setting at hand when the noise sequences are uncorrelated th
be attained. In other words, in this special case, in the limi “pre-log” is upper bounded by one.
of high SNR, the scalar Gaussian broadcast channel turns iot An extension of our result concerns the two-user Gaussian
two parallel AWGN channels. Achievability is established ¥& @ 1o ference channel where all channel gains are equainAga
coding strategy due to Schalkwijk, Kailath, and Ozarow. . . L

we can show that when feedback is available and the noises are
I. INTRODUCTION (fully) anti-correlated, the "pre-log” is two. Without fdback
the "pre-log” is one, irrespective of the noise correlation

The significance of feedback in a capacity sense has beefpe only situation known to date where a "pre-log” of two is
thoroughly studied for point-to-point and several networkchievable for a two-user Gaussian interference channéf (o
scenarios. Many results point to the lack of such a signifiy; non-equal channel gains) is when both transmitters know
cance, starting with Shannon’s proof that the capacity ofige other transmitter's message, which corresponds tdiaget
memoryless channel is unchanged by feedback. For networkgere the two transmitters can fully cooperate. If only one
even for memoryless ones, feedback can increase cap&itypfihe two transmitters knows the other transmitter’s mgssa
first shown by Gaarder and Wolf [1]. However, in most caseg,q "pre-log” remains one [9]. Hence, this specific form of
the increase in capacity due to feedback remains modestyiggted transmitter-cooperation does not increase thee-“pr
expressed for example in a general conjecture in [2]. log”. Our result here shows that in general limited transenit

The exact feedback capacity remains unknown for mogoperation can be sufficient to increase the "pre-log” to, tw
networks, with the notable exception of the two-user Gaumssig g, \when the limited transmitter-cooperation is esshield
multiple-access channel (MAC), whose capacity was fouRfrough full causal feedback links. For interference nekso
by Ozarow [3]. Some recent progress concemns MaiSer yith more than two users the fact that limited transmitter-
Gaussian MAC [4]. Again, these results emphasize the lagkoperation can increase the “pre-log” has been observed in
of significance of feedback in a capacity sense. [10] for the case where some of the transmitters know some

By contrast, the result presented in this short note showgthe other transmitters’ messages.
that feedbaclcan have a rather significant impact on capacity gne motivation for the study of anti-correlated noises is
in a certainbroadcastsetting. More specifically, we considernat the signalsZ, and Z in Figure 1 are due to one and
the problem of two-user broadcast subject to additive Whiffe same outside interferer, but appear with different gmor

Gaussian noise. This scenario has been studied previo;aslyppecisdy' opposite) phase shifts at the two receivers.
Ozarow [5], Ozarow and Leung [6], as well as Willems and

van der Meulen [7].

The main result of this paper is that for the special case
where the two noises are (fullygnti-correlated,in the limit  The communication system studied in this note is illusttate
as the available power becomes large, the trade-off bettheenin Figure 1. For a given time-channel inputz, the channel
two broadcast clients vanishes, and each client attaingea fgutputs observed at receivers 1 and 2 are
as if the other did not exist. Formally, the result is presdnt
as a “pre-log,” or “multiplexing gain.” Yei: = ¢+ Zpy, ke{l1,2}, (1)

To our knowledge the considered setting is the first example
of a channel where the “pre-log” is larger than the number @fhere the sequence of pairs of random variab(g5 , Z2.)}
transmit antennas. This behavior is surprising in view & ths drawn independently and identically distributed (iidy &

Il. THE MODEL



@ IIl. THE MAIN RESULT

)\Zl Y, N, The main result of this note concerns the so-called “pre-

O DEC1l — log”, defined as follows.
My, M; X Definition 1: Letting the sum-rate capacity be given by
—— s ENC +— 2 9 . . . .

)\Zz v il C(P,o07,05,p2), its corresponding pre-log is defined as

2 2
) DEC2 — - P02 02 p.
ko= fm GBoL0200) 5)
] — P—oo 3 logy(1+ P)

In the context of fading communication channels, the pe-lo
Fig. 1. The two-user AWGN broadcast channel with full causatput is often referred to as theaultiplexing gain.
feedback. We start by noting that a pre-log of one is trivially attaiteab
Moreover, from the fact that for a broadcast channel without
feedback, the capacity region only depends on the condition

normal distribution with zero mean and covariance matrix marginals (see e.g. [11, p.599]), we have:

K — < ot pz0102> @) Lemma 1:For the two-user AWGN broadcast channel with-
Pz0102 o3 out feedback, the pre-log ik irrespective of the noise corre-
lation p..

foroy,00 >0and—-1 < p, < 1.

The goal of the transmission is to convey messade
to Receiver 1 and an independent messdge to Re-
ceiver 2, whereM; is uniformly distributed over the set

1,..., 2" |} and M, is uniformly distributed over the set X . X <
%1 bmzﬁ n beir12g the block-?/ength an®, and R, the full (causal) feedback, if the noise correlation satisfiesg <
respective rates of transmission. L tr;]en the pre-Iolg I?.h' is the followina:

Having access to perfect feedback the encoder can producg e main result of this note is the following:

its time+ channel inputs not only as a function of the messagesTheorem 1:For the two-user AWGN broadcast channel

M, and M, but also based on the previous channel outpufﬂgl!th full (causal) feedback, if the noise correlatiompis= -1,

Thus a block-length encoding scheme consistsrofunctions en the pre-log is two.

Also, by merely merging the two decoders into a single
decoder, thus turning the problem into a point-to-point eom
munication system, we find:

Lemma 2:For the two-user AWGN broadcast channel with

(n) B The converse follows trivially by observing that with or
e o fort=1,...,n, such that without feedback, the following simple “single-user” uppe
X, = ™ (My, My, YE 1 YEY) bounds hold:
where Yi™!' & (v;,,...,Vi,) and Yi! 2 R, < %1og2 (1 + %) , ke{1,2}. (6)
(Y21,...,Y24-1). We impose an average block-power o1
constraintP > 0 on the sequence of channel inputs: Thus, the pre-log cannot exceed two.

The somewhat more interesting part of the theorem concerns
3) the achievability. The proof is given in Appendix A and is

<P -
- based on a strategy by Ozarow [5], [6] (see Section V).

1 n
ZE 2
ey
t=1
Based on the observed sequence of channel oufgijts IV. SOME EXTENSIONS
andY?, respectively, the two receivers perform the following\., Limited Feedback
guess of their corresponding message:

In the broadcast setting it can be shown that even if only

M, = ;Cn) (YD), ke{1,2} (4) one of_ the two channel outputs are fe_:d back, a pre-_log pf two
is attainable for the case of fully anti-correlated noisHsis
for some decoding functionﬁé") for k € {1,2}. follows directly by noting that in this case one can compute

An error occurs in the communication whenevedne of the channel outputs based on the channel input and on
(My, Ms) # (My, Ms). We say that a rate paiiR;, R;) is the other channel output.
achievable if for every block-length there exist encoding .
B. More than 2 Receivers

functions {f(”),..., ,S")} satisfying (3) and two decoding _ _
. (n (n) Consider a real scalar AWGN broadcast channel with more
functions¢; ’ and ¢, ’ such that ) .
than 2 receivers. It can be shown that for more than 2 receiver
lim pr[(Ml’]WQ) # (My, My)| = 0. Lemma 2 and Theorem 1 do not scale with the number of

receivers. Indeed, lek” > 2 be the number of receivers and
Of particular interest to this note is theum-rate capacity {Z; .} denote the noise sequence corrupting the outputs of
C(P,0%,03,p.), namely, the supremum of:; + Ry for Receiverk, for k € {1,...,K}. Then, extending Lemma 2
which reliable communication is feasible, i.e., where tlagr p and Theorem 1 td< > 2 receivers, the following two results
(R1, Ry) is achievable. can be derived: If for any;, k' € {1,..., K} with & # ¥



to both transmitters, if the noise correlation satisfigg < 1,
! D] A ~ then the pre-log id.

M_l, ENC 1 X1 /}p " DEC 1 ﬂ. Theorem 2:For the two-user AWGN interference channel
with all unit channel gains and with full (causal) feedback t
7 . both transmitters, if the noise correlationgs = —1, then the
My NG 2 Xy s Y ceco |2 pre-log is two.
~ The converse follows simply by Theorem 1 because letting

T_Q.i the two transmitters cooperate can only increase capacity.

The achievability is based on the following observatioms: |

the broadcast strategy leading to Theorem 1 (see Section V)
the single transmitter sends a weighted sum of the current
estimation errors at the two receivers. In our interference

the sequence$Zy.;} and{Z, ;} are not perfectly positively setting due to the feedback links Transmitter 1 can compute
correlated or anti-correlated, then the pre-log equalsibfer  the estimation error of Receiver 1 and Transmitter 2 can
anyk, k' € {1,..., K} with k # k’ the sequence§Z, ;} and compute the estimation error of Receiver 2. Therefore, the
{Z,} are not perfectly correlated and if additionally therévo transmitters can mimic the single-transmitter stratg

Fig. 2. The interference channel with ipsilateral causapoufeedback.

exist ky, ky € {1,..., K} such that{Z,, ,} and {Z, .} are SectionV by each sending a scaled version of the correspond-
perfectly anti-correlated, then the pre-log equals two. ing estimation error because the channel implicitly addthep

two inputs. Hence, we can conclude that any rate pair actiieve
C. Interference Channel by the strategy in Section V for the broadcast channel is also

An extension of our result concerns the two-user Gaussiaghievable for the interference channel. Note howeverithat
interferencechannel, see Figure 2. The main difference teequires unit gain (or equal gain) on all channel links.
the previously considered broadcast setting is that hece tw

transmitters wish to communicate. ] -
The goal of the transmission is that Transmitter 1 conveys | h€ scheme we propose to prove the achievability of pre-log

messagé/; to Receiver 1 and Transmitter 2 conveys Messa in Theorem 1 follows along the lines of the scheme in [5],

M, to Receiver 2, wheré/, and M, are defined as before. [6]. Our main contribution lies in the choice of the paramete
We assume that all links are of unit-gain (even though ogrand the asymptotic analysis. o

results require only all equal gains), and hence the chasnel Just for completeness we give a short description of the

described as follows. For given tinteshannel inputs; ; at scheme followed by a more detailed analysis of performance.

Transmitter 1 and,, at Transmitter 2 the channel outputs at Prior to transmission, the encoder maps both messages

V. ENCODING SCHEME AND ANALYSIS

the two receiving terminals are given by with a one-to-one mapping into message pothtand 6 in
(1/2,1/2]. More precisely,
Yie = @+ x00+ Ziy, ke{l,2}, (7) M., —1
0, =1/2 - —~ ve{l,2}.

where the noise sequencgsZ; +, Z» )} are as in Section II. |27y |7

Having access to full causal output feedback of their re- 4 giart the first channel use is dedicated to user 1 only, and
spective channel outputs, the two encoders can produce thﬁ| : P :
. . thie encoder transmi Wel. The second channel use is
time-t channel inputs as 1

dedicated to user 2 only, and the encoder transvi%%.

_ () t—1
Ko = i (Mk’Y’“ ) » ke{l2) Thereafter, each user forms an estimate of its message, point
for some sequences of encoding functigﬁg) and fz(f;), for namelyél_yl = V%Yu and 0}_2 = Van’Q)Zm respec-
t =1,...,n.As in the broadcast setting we impose an averagjeely, incurring errors of
block-power constrainf® > 0 on the sequences of channel Var(dy)
inputs: €10 = 7. 9)
P
1 Iv¢ Var(9
~E lz X2, <P kef1,2}. (8) €r2 = Ig 2) 7. (10)
t=1

The notion of decoding functions, probability of error, @sh N subsequent iterations, the encoder transmits a line@r co
able rate pairs, and sum-rate capacity are in analogy Qation of the current receivers’ estimation errorségnand

Section 1. 62, respectively. Thus, at time the channel input is

The main result in this section is that Lemma 2 and Theo- P
rem 1 can be extended also to two-user Gaussian interference Xy \/1 5 (12)
channels with all unit-gains. 7%+ 29|pr1 |

Lemma 3:For the two-user AWGN interference channel €1k + ysign( ) €2, k—1 (12)
with all unit channel gains and with full (causal) feedback Vo1 -1 K Pl—1 2 5—1



. . . 2 2 2 2
where €; 1 and ez ;1 denote the receiver's estimation p—_1_21 +oy (01 +03)

. Pz
error of #; and 6, after the observation of thék — 1)-th P VP +0?\/P+o3
channel output; where; ;_; andas ;1 denote the variances o102(0? 4+ 02) (19)
of the estimation errors angd,_; denotes their correlation TP /P12 ok
. . . o VP+oi\/P+

coefficient; where sigh) denotes the signum function, i.e., P g2 021 %
signz) = 1 if = > 0 and sigiz) = —1 otherwise; and where c— L TO1T O3~ pr0102 (20)
we choose (possibly sub-optimally) VP +oi\/P+o03

01 APPENDIX

y=— (13)
g2 A. Proof of Theorem 1
After the reception of eack-th channel output each receiver |, this section we prove that fop, — —1 the scheme

performs a linear minimum mean square estimation (LMMSEbscribed in Section V achieves a pre-log of 2.

to estimate the respective erear—i andes,,—1, and based on o nroof of the theorem follows directly by the achiev-

it they update their estimate of the respective messaga.poigbi“ty of rate pairs(R;, R») satisfying (15) and (16) and the
At the end of each block of channel uses, each deCOdefollowing lemma.

guesses that the message has been transmitted which correzmma 4 For p. = —1 the function p(P) implicitly
sponds to the message point closest to its final estimate. yafined by solutior?s in [0,1] to (17) satisfies

A. Analysis lim PY3(1— p(P)) =0, V5> 0. 21)
A detailed analysis of performance can be found in [5], [6]. P—oo
Here we present the most important quantities of the armlysi  Proof: Note first that the functiop(P) must satisfy
the variances of the estimation errors at tine- .
2 th p(P) =1. (22)
U—;P(l—;ﬁfﬂ—l—(0%+a§+20102|pk,1|) . Hi;o - N
a1 = 01— e . . This follows by the continuity of the coefficients b, andc
1+ 2% + 25 e [)(P + o) in P, and by observing that for largeé Equation (17) tends
and to p3 — p? — p+ 1 = 0 for which the only solutions are-1
s 5 o and+1.
Qo = O[Milp(l 1p,€_01%) + ;(‘;1] tos+ iala?lzp’“”')’ Next, define the functiog(P) € [0,1] as
(53 + 25 loe P+ o) o(P) 21— p(P). (29

and the correlation coefficient, see (14) on top of the ne

page. Note that Recursion (14) has at least one “fix poin

p* in the interval[0, 1] in the sense that ip. = p then the 0 = l+a+b+c+g(P)(—3—2a—0)

sequence p; } alternates in sign but is constant in magnitude. P2 (3 — (o(P)? 24

This can seen by noting that for,_; = 0 it follows that +(9(P))" (B +a)=(g(P)", (24)

lpx| > 0 and for |px_1| = 1 it follows that |px| < 1, and or equivalently by (18)—(20),

thus by the continuity of the recursion there must exist a “fix

ooint pe o1, 0= —(g(P))* + A2(P)(g(P))> + A1 (P)g(P) + Ao(P) (25)
By a slight modification of the scheme as suggested in [@here

one can ensure that equals the “fix point’p and one can 9 p 2 2

show that any non-negative rate péR;, Ry) is achievable if Ay(P) =3 — 0192 £ 401+ 0% 4 P20192

it satisfies P VP +0t\/P+o3

2

2 20103
1 P +oj — ,
Ry < ilogz g(i (15) P\/P+ 0%\/P + o3

1—p)+of

P
1 P+ o2 MP)=-2(1-
Ry, < ilogz <p(i> (16) 1(P) ( \/P—i-af\/P—i—a%)
2

1—p)+o3

Fy (23) and (17) the functiog(P) must satisfy

(24 p2)of + (2+ p.)o3 + 2p.0109
where) is a solution in[0, 1] of + NN
PP 4ap’ +bp+ec=0 a7) +a%—|—a§—|—40102 n o102(03 + 40109 + 02)
where P P\/P+o3/P+o3
a:_20102_P—|—U%+0§—|—pZ0102 AO(P):_U%+20'10'2+0'% <1+pz P )
P VP +03\/P+o3 P VP +03\/P+o3

2 2
20705

NN

_0102(0% + 20109 + 03)

P\/P+03\/P+o2

(18)



P+ 0?\/P+o3 1

P(1—p2_,) + (0 + 03 + 20103|pk—1]) o102

Pk =

: (Pk—l(af + 03 4+ 20102 pr—1|) — (01 + 2|pr—1) (02 + o1 |pr—1])SIGN 1)

P(P+ 0} + 03 —pza1a2)) (14)
(P+0%)(P+03)

In the remaining we will prove that

Jim P70g(P)=0, V>0, (26)

In order to analyze the third summand we notice that

which by (23) establishes Lemma 4 and thus also conclugiere we used that by Bernoulli-de I'Hopital's rule:

the proof of Theorem 1.
Start the proof by noting that

lim P'°g(P) >0,

P—oo

Vo > 0,

follows trivially since g(P) > 0. Thus, we are left with
proving
lim P'~°g(P) <0,

P—oo

Vo > 0, (27)
which we shall prove by contradiction. More precisely,
will show that if there exists @ > 0 such thatg(P) satisfies

lim P'=%g(P) >0, (28)

P—oo
then Condition (25) on the function( P) is violated. To this
end, assume that there exist$ a> 0 satisfying (28). Then,
define
* D . T pl—é
5 2 sup {5 : Tm P'"%g(P) > o} : (29)
and note that by assumptiofr; > 0. Also, by (22) and (23)

o) W

li P)=0
Pgnoog( ) ’
and hencel* < 1. Next, choosd) < ¢ < §* and consider the
asymptotic expression

A2 Tm P20 (—(g(P)’ + Ao(P)(g(P))?
+A1(P)g(P) + Ao(P)). (31) 4

We shall analyze the limiting expression (31) and show that i
tends to a non-zero value. But this violates Condition (26) a [5]
therefore leads to the desired contradiction. In the arsabfs
expression (31) we shall separately consider the sum of thg
first two summands, the third summand, and forth summand.
We start with the sum of the first two summands. Note firsh]
that

(3]

Plim Ao(P) = 2. (32)
Next, note that since — &F€ > 1 — §* by (29) [8]
9]
_ e 2
Tim (Pl‘(S; g(P)) >0, (33)
P—oo [10]
Therefore, also using (30) we can conclude that
_ *ye 2 11
T (P5g(P) (Aa(P) () 0. (34)

Jim P27, (P) =0, (35)
P 0?4+ 03
lim P|1- =12 36
P—oo < \/P-‘rU%\/P—f—O'%) 2 (36)
Hence, by (35) and becauge- §* — ¢/2 < 1 — §*,
lim P*9"~¢A,(P)g(P) = 0. (37)

P—oo

Finally, for the last summand one can show thatdor= —1

Jim P20 (P) =0, (38)

WEhich is again based on the limiting expression (36).
Thus, by (34), (37), and (38) we obtain that> 0 which

contradicts Condition (25). This concludes the proof bath o

Lemma 4 and Theorem 1.
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