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Content Delivery Networks
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@ Store contents in caches before file demands even known
@ Reduce network load and latency during high-congestion periods

o Idea useful if certain files very popular and known in advance
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Distributed Caches: Promising Solution for Cellular Networks
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@ Can cache at main BSs, picoBSs, femtoBSs, or directly at end users
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File Popularities
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@ Static file popularity follows a Zipf distribution P(x) = Cx™¢

@ Evolution of file popularities (youtube videos) can also be predicted

Use pro-active caching to improve cellular systems! J
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Cellular Scenarios

i

o All files equally popular — interested in worst-case performance
@ Centralized protocol on how to fill caches

@ Caches filled during nights when demands not yet known
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Maddah-Ali & Niesen Source Coding Setup

Library: Files W1, Who,...

[Tx]

, Wp of nR bits each

(no popularities)

[Rx 1] [Rx 2] [Rx 3] [Rx 4] [Rx 3|
| [ | | [

Cachell

Cache2

Cache3,

Cache4,

Cacheb
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Maddah-Ali & Niesen Source Coding Setup
Library: Files Wy, W, ..., Wp of nR bits each

[Tx]

[Rx 1] [Rx2| [Rx3| [Rx4] [Rx 3|
I 1 I I 1

nMj bits nMs, bits nlM3bits nM, bits nMs bits
cache contents: arbitrary functions of messages Wh,..., Wp

Communication in two phases:

@ Caching phase: Tx fills caches without knowing demands di, ..., ds
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Maddah-Ali & Niesen Source Coding Setup

Library: Files Wy, Wa, ..., Wp of nR bits each
Tx demands dl, dQ, dg, d4, d5
np bits

Wy < Rx 1] [Rx2 [Rx3] [Rx4] [Rxs5l-1v,,
1 1 1 1 1

Wi, Wa,
Wi, Wa,
Ws, W,

nM; bits nMs bits nMs bits nMy bits nlM5 bits
Communication in two phases:
o Caching phase: Tx fills caches without knowing demands di, ..., ds

@ Delivery phase: Tx describes Wy, ..., Wy to Rxs 1,...,5, respectively,
through np common bits
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Maddah-Ali & Niesen Source Coding Setup

Library: Files Wy, W, ..

., Wp of nR bits each
Tx| demands dy, ds, ds, dy, ds

np bits

Wy < Rx 1] [Rx2 [Rx3] [Rx4] [Rxs5l-1W,,
l l l l l

Wi, Wa,
Wi, Wi,
Ws, W,

v 14
Vis, Wie.

Wi, Wa,
W3, Wa,

Rates-Memories Tradeoff

For which (p, R, M1, ..., Mk) is error-free data transmission possible?

nM; bits nMs bits nMs bits nMy bits nlM5 bits
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Naive Uncoded Caching for K = 2 Receivers

Library: Files Wy, Ws, ..., Wp of nR bits each

np bits
Wy,
Wl(c) Wl(c)
W W
nM bits nM bits

o Split Wy = (W9, W) of rates ¥ and R — ¥
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Naive Uncoded Caching for K = 2 Receivers

Library: Files Wy, Wa, ..., Wp of nR bits each

I’I’fd(il)
Wa,
Wi Wi
Wi Wy
nlM bits nM bits

o Split Wy = (W9, W) of rates M and R — ¥

Rates-Memory Trade-Off

Reconstruction is possible, if R < %p + %
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Coded caching for K = 2 Receivers [Maddah-Ali&Niesen 2013]

Library: Files Wy, Wa, ..., Wp of nR bits each

np bits
sy Eg-iv,,
Wa, ‘
Wl(d) Wl(c,z)
wie Wi
nM bits nM bits

o Split Wy = (W™D, WP W) of rates ¥, M and R — 24
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Coded caching for K = 2 Receivers [Maddah-Ali&Niesen 2013]
Library: Files Wy, Wa, ..., Wp of nR bits each

. +Rx1
Wa,
Wl(d)
W](—)Cl) VVg*Z)
nM bits nM bits

o Split Wy = (W™D, WP W) of rates ¥, M and R — 24

Rates-Memory Trade-Off
Reconstruction possible, if R < 2p+ % + 24
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Coded caching for K = 3 Receivers [Maddah-Ali&Niesen 2013]
Library: Files Wy, Wa, ..., Wp of nR bits each

Tx
N np bits

wi wi o wi | wiP ew) e wit

ds

i

El B
I@q

Wl(d), WYI(CB) W VV (c2) W(r&)
o] ] e
nM bits nM bits nM bits

o Split Wy = (W™D, WD wie® Wiy of rates MoMOR_ WM

@ Save two parts at each receiver

2D7 2D’ 2D’ 2D
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Coded caching for K = 3 Receivers [Maddah-Ali&Niesen 2013]

Library: Files Wy, Wa, ..., Wp of nR bits each
Tx

N np bits
17 (w) /7(71,) //7('“) /7((22) ' (e3) /7((3 )
W’dl W W W 4, 69”7(123 oW d;
- BT E3 v s
Wl(c1)7Wl(c3) W Wl W (c2) W(rs)
w ] gwe] g
nM bits nM bits nM bits

o Split Wy = (W(Cl) WC2) W(C3 W(”)) of rates 2%, M M R-3V

@ Save two parts at each receiver

Rates-Memory Trade-Off

Reconstruction possible, if R < %p + % + 3%
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Local and Global Caching Gains K > 2 [Maddah-Ali&Niesen 2013]

Pcoded

min{D, K} 4

IS

T T
~max{2, D/K} ~ D/2 D

Coded caching achieves

Reconstruction possible, if peoded > K(R — %) min {m, %}

1< _P(RM)

LA <12 YK, p, D, M.
- pcoded(R7 M) - p
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Improvements

@ Lower Bound with Gap 4.7

[C.-Y. Wang, S.-H. Lim, and M. Gastpar, “A New Converse Bound for Coded
Caching”, Arxiv, Jan. 2016]

@ Upper Bound with Coded Caching Information

[M. Mohammadi. Amiri, D. Giindiiz “Fundamental Limits of Caching: Improved
Delivery Rate-Cache Capacity Trade-off’, Arxiv, Apr. 2016]
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Extensions

o Decentralized caching

[M. A. Maddah-Ali, U. Niesen, “Decentralized coded caching attains
order-optimal memory-rate tradeoff”]

@ Nonuniform or random demands

[U. Niesen and M. A. Maddah-Ali, “Coded caching with nonuniform demands”]
[Ji, Tulino, Llorca, and Caire, “Order-optimal rate of caching and coded
multicasting with random demands”]

@ Online caching phase

[R. Pedarsani, M. A. Maddah-Ali and U. Niesen, “Online coded caching”]

Wigger — An Information-Theoretic View of Cache-Aided Cellular Networks 12/38



Delivery over Noisy Broadcast Channel (BC) [Saeedi, Timo, Wigger 2015-2016]

Library: Wy, Ws,...,Wp

Xxn

DMBC Py,y,..yx|x

Y Yy Yia Y
Rx 1 Rx 2 Rx K—1| |RxK
Cachel| |Cache2 Cache K
nM, bits  nl> bits nMp bits

Capacity-Memory Tradeoff

C(Mh, ..., Mk): supremum of achievable rate of messages R

@ New achievability: joint cache-channel scheme based on piggyback coding

@ New converse for degraded BCs
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Converse for Degraded BCs with Arbitrary Caches

Library: Wy, Wa,...,Wp

v i | vk

Rx1 Rx 2
Cachel| |[Cache2 CacheK
nMi bits  nMs bits nM g bits

Theorem (Saeedi, Timo,Wigger16)

. Ms
500 < sym geoog - |
C(Ml, ,MK) S Sg{nl],I.r.].,K} (Ry 75(/\/’1 MK) T D )

@ Rym,s and Ms: symmetric capacity and total cache at receivers in S
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Proof Outline

@ Step 1:
C(Mu,...,Mx) < 1(Us; Y1) + au,
C(My, ..., Mk) < 1(Uk; Yie| Us, . .., Ue—1) + au, Vke{2,...,K}.

-

for (Ul, U27. cey UK) S.

U—-U— - > U—>X>Yk—=>Y1— =Y

and real numbers a1, ...,ax > 0 s.t.

o <ou, kK e{l,... K}, K<k,

o Step 2: Show equal as are optimal.
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Our New Joint Cache-Channel Scheme for Packet-Erasure BCs

o Receiver k gets erasure with probability 0x where §1 > 0> > ... > 0k

Y = (X0, Xo, A, Xa, A, . Xoo1, D)

Library: Wy, W, ...,Wp

xn

Packet Erasure Broadcast Channel

Y Yy YR, Yi, 41 Y
[Rx1] [Rx2] coRxk o [Rek ] e [RxK
[ |

Cachel| |Cache2| - - -|Cache Ky

nM bits nM bits nM bits
erasure probability dy,

erasure probability ds < dy
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Example: Asymmetric Caches and Separate Channel Coding
Library: Files Wy, Wa, ..., Wp of nR bits each

X (X, ., X,)

Packet Erasure
Broadcast Channel

o Wy = (WM, Wiy of
d V7 rates (¥, R — 1)
|RX 1| |RX 2|
Wl(lcl)

wieh)

nMbits
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Example: Asymmetric Caches and Separate Channel Coding

Library: Files Wy, Ws, ..., Wp of nR bits each

timesharing:  to Rx 1 to Rx 2
xr = W w7 W]
T

Packet Erasure

° W, = (W(°1 W(”)) of
Broadcast Channel

rates (¥, R — 1)

Wl(cl)
Wi
nM bits

Separate Cache-Channel Coding — No Global Caching Gain

M

= R
if: D <1
p(error) — 0 i F(1—61)+F(1—62) <
Standard Erasure BC: p(error) if: f Re

<
F—50)  F—a) ="
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Our Joint Cache-Channel Scheme for this Example

Library:
Files Wy, Ws,...,Wp of nR bits each
timesharing &

“pig';gyliack— to R
coding!” yn _ [

Packet Erasure
Broadcast Channel

" Yy
Rx 1 Rx 2

I/Vl(d)

o Wy = (WM, wiyof
M M

sub-rates (5, p— p)

(D
Mn bits
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Piggyback Coding to Send (Wcslu), w

’

(Cl)) to Both Rxs

d>

codebook of codewords X™ (W(g:‘), Wégl))

—— W =4

Wéd)

@ Rx 1 knows Wézd)

— restrict decoding to

corresponding row

-
o|o|o|jojoj0o|jo|jojoj0oj0o|@ijo 0|0
o|lo|o|o|o|o|o|o|o|o|eo[0|e|e|e
o|o|o|jojojo|jo|jojoj0oj0o|@ioe |0 |0
o|o|o|jojojo|jo|jojoj0oj0o|@ioe 0|0
o|o|o|jojojo|jo|jojoj0oj0o|@ije |0 |0
o|o|o|jojojo|jo|jojoj0oj0o|@ie 0|0
o|lo|o|o|o|o|o|o|o|o|eo[0|e|e|e
o|o|o|jojojo|jo|jo|j0oj0oj0o|@ije 0|0
o|o|o|jojojo|jo|jojoj0oj0o|@ije |0 |0
o|o|o|jojojo|jo|jojoj0oj0o|@ijoe 0|0
o|o|o|jojojo|jo|jojoj0oj0o|@ijoe 0|0
o|lo|o|o|o|o|o|o|o|o]|eo[o]e|e|e
o|o|o|jojojo|jo|jojoj0oj0o|@ijoe 0|0
o|o|o|o|j0oj0o|o|joj0oj0oj0oj@ie |

o|o|o|jojojo|jo|jojoj0oj0o|@ioe 0|0
o|o|o|jojoj0o|jo|jojoj0oj0o|@ioe 0|0
o|lo|o|o|o|o|o|o|o|e]|e|o]|e e

|
|

Transmission of W(S;l) not affecting Rx

R M R /
p(error) — 0 as n — 0o max{ D } <

1 at all!

F(1—o1) F(1—0)
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Performance oIfiBlrgigt Cache-Channel Scheme for Example

Files Wy, Wy, ..., Wp of nR bits each
timesharing &
ww_ﬁ_}d@aw to Rx 2
coding!”yn _ l_VLi(z)—_VVE Wi

Packet Erasure
Broadcast Channel

el an
Wl(cl)
win

Mn bits

o Wy = (WM, W) of
sub-rates (1, R — %)

Joint Cache-Channel Coding — Global Caching Gain!

R-4

p(error) — 0 if : max {

F(1—61)" F(1-02)

_M
}+ P-<1

piggyback coding
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Extension to Single Cache and K strong receivers

Library: Wy, Wa,...,Wp

xn

Packet Erasure Broadcast Channel

v | vy
[Re1] [Rx2] [Ex3]
erasure probability ds < dy,
Cachel
nM bits

erasure probability dy,

o Piggyback cached-parts for all strong receivers on weak receiver’s

uncached part
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Performance for Single Cache and K strong receivers

@ Joint cache-channel coding

-1
Fids +1%) +4, f4clor] tight!
= 1—4s .
R(M) Lt if M e (I, T,
F(1—4,), if %>,
- o pO=8)  (bu—b) _ (1=5)
with 1 := F R (=00 +(1=50) and T[> := a F.

@ Separate cache-channel coding:

—1
Ks —0Js H
R(M) — F (1—1¢Sw + 1—65> + 17654&K;2176W) %7 if % € [07 r2]7
F(1-6), if ¥ >,
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Numerical Comparison for Single Cache and K, strong receivers

0.8 |
0.75 -
s
g 07p
F
S
3
& 0.65 |-
(&)
0.6 ’,”—0— Joint Cache-Channel Coding
s Upper Bound
¢ - +- Separate Cache-Channel Coding
0.55 . ! L
0 5 10 15
Memory M

ow=0.8, 6 =02 K =10, D=22, F=10
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Joint Cache-Channel Scheme with Many Caches

Library:

Wi, Wa,...,Wp

X"

Packet Erasure Broadcast Channel

"
Yy

Yy

Y&,

n
Y+ Y

[Rx1] [Rx2] R K

[Rxr,+1] -+ [Rxk

Cachel

Cache2| - -+

Cache K]

nM bits nM bits
erasure probability dy

o Split Wy = (W",

o Weak receivers: Maddah-Ali&Niesen for W‘St) with (t 4 1)-XORs and

WY with t-XORs

o Piggyback W(St) for strong receivers on t-XORs to weak receivers

Wét—l)

nM bits

erasure probability ds < dy
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Numerical Comparison with Multiple Caches, Example |

Capacity C(M)

Upper Bound
- +- Separate Cache-Channel Coding
0.2 I | | |

0 5 10 15 20 25
Memory M

ow=038, =02 Ky=4, K, =16, D=50, F=10
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Numerical Comparison with Multiple Caches, Example Il

0.8

0.7

0.6

0.5

0.4

Capacity C(M)

0.3

, —e— Joint Cache-Channel Coding

0.2 Upper Bound
® --- Separate Cache-Channel Coding
0.1 | | | | | | |
0 5 10 15 20 25 30 35 40

Memory M

0w =038, 6 =02, K,=10 Ks=10, D=50, F=10
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Most Significant Gains for Low Cache Sizes M/D < Ty

M
C(M)> Ry + D " Vocal * Vglobalsep * Vglobal joint;

where Ry is the symmetric capacity without caches and

. Ku(1 — d5)
ol = (1 = 09) + Ko(1 — )’
_ 1+ K,
’Yglobal,sep — 2 3

2K, Ke(1—6w)

Yglobal,joint := 1 +

1+ Ky Ku(l—0)
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Insights and Intuition

@ Important to consider noisy communication channel:

e Joint cache-channel coding (piggyback coding)

o Caching gains combine with feedback gains
[A. Ghorbel, M. Kobayashi, S. Yang, “Cache-enabled broadcast packet
erasure channels with state feedback”]

o Interplay between caching gains and CSI gains

[J. Zhang and P. Elia, “Fundamental limits of cache-aided wireless BC:
interplay of coded-caching and CSIT feedback”]

o Larger caches for weak receivers — even more important with joint
cache-channel coding

o Piggyback coding useful whenever info for strong Rx in cache of weak Rx!
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An Information-Theoretic Result on Interference Channels

@ Interference networks with tx-caches

[Maddah-Ali and Niesen, “Cache-aided interference channels,” in Proc. of
ISIT15]

o Allows interference cancellation
o Allows loadbalancing to avoid bottlenecks

o Allows improved interference alignment (X-channel)
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Multi-Cell Model with 3 Communication Phases

Cloud RAN

o B

@ Caching Phase:  Server fills caches without knowing demands di, ..., dk

@ Download from Server:  Txs download messages of connected receivers
from server

© Delivery to Users:  Txs communicate their messages to the receivers
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Wyner's Cellular Networks [Shamai, Timo, Wigger 2016]

Way, Wa,

Wiy, Wa,

Way, Wa,

Was, Wa,

Wags Wa,

Wa,, Wa,
Tx 1 Tx 2 Tx 4 Tx 5 Tx 6
aXp | XP TaX? | X ey R B e U P S G D
S A S a4 A
v vy vy v 7

Rx1 Rx 2 Rx 4 Rx 5 ] Rx 6
Cache Cache Cache Cache Cache
nM bits n M bits nM bits nM bits v [nM bits|

Wa, Wa, Wa, Wi, Was

Per-User DoF Rate-Memory Tradeoff

S(M): largest S so that rate R = S - 1 log(1 + P) achievable
for large P> 1 and M = i - } log(1 + P)

o Upper and lower bounds for symmetric and asymmetric Wyner network

@ Complete interference mitigation possible
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Bounds on Per-User DoF Rate-Memory Tradeoff for Asymmetric Model

Wy, Wa, W, Wa, Wiy Wa,

Wa,, Wa, Wa,, Wa, Wa,, Wa,

S
v [ 6
Rx1 Rx 3 Rx 6
Cache Cache Cache
M bits M bits M bits
W, W, W,

@ S =1+ & performance of interference-free P2P links with caches

e Factor % in lower bound: need two cache memories to free up one DoF
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Interference can Completely be Canceled when p > 2/3D

[SCA N
—
Sl=
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Scheme achieving 4t =2/3 and S = 5/3 for Asymmetric Network

o Split Wy = (W, W) at DoF (1,1)
@ Round-rob scheme among all users

@ Need p1/D = 2/3 and achieve S =5/3

(1) (2) - -
w wP @wy wi wP Pwid
Tx4 Tx6
Wi
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Converse for Asymmetric Network

Wi, Ws Wi, Wa Wa, Wy Wi, Ws

(-]

D

Yie
Rx p
’
Wy

SUI)L‘I'-T’CCCiV(‘]'

@ Choose an arbitrary demand vector (worst-case error)
o Consider triples of receivers — global caching gain limited by 3

o MAC-type bound with caching
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Bounds on Per-User DoF Rate-Memory Tradeoff for Symmetric Model

Wi, Wa, . Wa, Wi, s Way, Wa, Wiy, Way, Wa, Wy, Wa,, Wa, Wi, Way ., Wag  Way, Way ., Wa,

Tx 1

X

N
W

Rx 1
Cache
n M bits!

W,

Cache

Cache
nM bits!

Wa,

Theorem (Shamai, Timo, Wigger'16)

24 4p
min{g+6—”,1+ﬁ}252 i3, O
D 1+ 5 if £ >

3 D

o For &: performance of interference-free P2P links with caches

e Factor § > % in lower bound: need 3 cache memories to free up 1 DoF
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Coding Scheme for Symmetric Network

w

o Cache contents allow receivers to first cancel interference

@ Needs =1 for S =2
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Summary

@ Important to consider noisy channels — joint cache-channel coding

o New piggyback coding idea

@ Receiver-caching allows to completely cancel interference in cellular
networks
— smart code design significantly reduces required cache memories

@ Outer bounds for degraded BCs and sparse interference networks with
receiver caching
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