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Abstract

This paper establishes the fundamental limits of a multi-access system where multiple users communicate to a legitimate
receiver in presence of an external warden. Only a specific subset of the users, called covert users, needs their communication to
remain undetected to the warden, while the remaining non-covert users have no such constraint. The fundamental limits show a
tradeoff between the different rates that are simultaneously achievable at the various users in function of the secret-key rates that
the different users share with the legitimate receiver. Interestingly, the presence of the non-covert users can enhance the capacities
of the covert users, especially under stringent secret-key budgets. Our findings underscore the essential requirement of employing
a multiplexing (coded time-sharing) strategy to exhaust the fundamental region of all rates that are simultaneously achievable at
the covert and the non-covert users. As a side-product of our results, we also establish the covert-capacity secret-key tradeoff for
standard single-user and multi-access covert communication systems (without non-covert users), i.e., the largest covert rates that
are achievable under given secret-key rate budgets. Previous works had only established the minimum secret-key rates required
at largest covert rates.

I. INTRODUCTION

hysical layer security leverages information-theoretic techniques and the characteristics of wireless channels to establish

secure communication preventing an attacker to intercept or decipher the transmitted data. A recent technique within
physical layer security is covert communication, which requires conveying information without being detected by adversaries
(wardens), by other users, or by network monitoring nodes. Such communication setups are relevant in future IoT and
sensor networks, e.g., when adversaries should not be able to detect certain monitoring activities. To maintain communication
undetectable (covert), users must remain silent for most of the time, which inherently allows them to transmit only a small
number of information bits. In the IoT context, such a small number of bits per device suffices for many applications, and
as such, covert communication seems an adequate approach to ensure secure IoT communication. Covert communication is
also inherently much more energy-efficient than conventional cryptographic algorithms, which is particularly beneficial for IoT
devices with stringent battery limitations.

The early work of [2] first characterized the fundamental limits of covert communications over AWGN channels. It showed
that it is possible to communicate covertly and reliably as long as the message satisfies the so-called square-root law, i.e.,
the number of communicated information bits scales like the square-root of the number of channel uses. (Recall that without
covertness constraints reliable communication is possible when the number of information bits scales linearly in the number
of channel uses.) Similar square-root laws were subsequently identified as the fundamental limits of covert communications
for various other channels and setups [2, 3, 4, 5]. More specifically, [5] considered communication over arbitrary Discrete
Memoryless Channels (DMC) and assumed the existence of an arbitrary large secret-key shared between the transmitter and the
legitimate receiver. In contrast, [4] assumed the more general setup of rate-limited secret-keys. In particular, it determined the
minimum secret-key rate required to communicate at the largest possible covert data-rate. In this work we strengthen this result
and characterize the required key-rate for any covert-rate, not only the maximum rate. Or rather, equivalently, we characterize
the largest covert data-rate that is achievable under any given key-rate budget. In all these works, covert communication takes
place in the square-root law regime. It has been shown that rates beyond this regime are possible when the warden has
uncertainty about the channel statistics [6, 7, 8, 9] or in the presence of a jammer [10, 11, 12].

Network covert communication with either multiple transmitters or multiple legitimate receivers has also been studied [13,
14, 15, 16]. In particular, [13] characterized the limits of covert communication over a single-transmitter two-receiver Broadcast
Channel (BC) when the transmitter sends a common non-covert message to both receivers and a covert message to only one of
them. The transmission of this covert message should not be detected by the non-intended receiver. The same communication
scenario was also studied in [14] but assuming that the code used to send the common message is fixed and given and
cannot be optimized to facilitate the embedding of the covert message. The BC setup with multiple legitimate receivers and an
external warden was also studied from a communication-theoretic perspective [15, 16], where it was empirically shown that
the detection error probability at the warden vanishes faster in the increasing number of legitimate receivers. The fundamental
limits of covert communication over a multi-transmitter single-receiver Discrete Memoryless Multi-Access Channel (DMMAC)
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were established in [17], assuming that communication from all transmitters has to remain undetected by the external warden.
Their work characterized the set of all covert data-rates that are simultaneously achievable from the various transmitters to
the legitimate receiver and the secret-key rates that are required to achieve the set of largest possible covert data-rates. In this
manuscript, we extend these findings and determine the minimum secret-key rates that are required to attain any achievable
set of covert data-rates, not only the largest data-rates. To this end, we consider a slightly more general model than in [17],
where the different transmitters have access to individual local randomness.

Additionally, the current work extends the result in [17] to a scenario that mixes covert and non-covert transmissions. The
covertness constraint thus imposes that the external warden cannot distinguish between the following two hypotheses:

H = 0: only non-covert users transmit @))

H =1: all users transmit. 2)

While the rates of non-covert transmissions are defined in the usual way, i.e., as
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for log, M, denoting the number of information bits sent by user ¢ and n the blocklength, the rates of the covert users and
their secret-key rates are defined according to the square-root law and normalized by the detection capability of the warden:
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for log, K¢ denoting the number of secret-key bits shared between the covert user ¢ and the legitimate receiver and d,, (as
defined precisely later) denoting an average divergence between the output distributions that the warden observes under the
two hypotheses (i.e., covert users transmitting or not). Note that in [4, 5] it was shown that the definitions in (4) and (5) are
meaningful in a setup with only covert users.

In this work, we determine the set of all covert, non-covert, and secret-key rates as defined in (3)—(5) that are simultaneously
achievable over a given DMMAC with an external warden. In particular, we identify the rates that are simultaneously achievable
without any shared secret-key at all. In our setup, we assume that the external warden has access to the non-covert messages.
Our achievability result is thus even robust under such a strong assumption regarding the warden, and trivially remains valid
also for less-powerful wardens.

Our fundamental tradeoff-region exhibits interesting tradeoffs between the covert and non-covert rates. In fact, for general
DMMAC:s, the largest covert rates are only achievable under reduced non-covert rates and vice versa. Interestingly, this tradeoff
even depends on the achievable key rates as we show through our theoretical findings and through numerical examples. The
described tradeoffs stem from the inherent tension regarding the choice of the statistics of the inputs at the non-covert users:
certain statistics induce DMMACs from the covert users to the legitimate receiver that allow for high covert rates, while
other statistics allow for high transmission rates for the non-covert messages themselves. In contrast, the input statistics of the
covert users do not influence the communication rates at the non-covert users, because to ensure undetectability the number
of non-zero symbols has to stay low (sub-linear in the blocklength) and thus the statistics of the covert users asymptotically
has no influence on the channel experienced by the non-covert transmissions.

To establish the fundamental tradeoff between the set of achievable rates, we propose a random coding scheme and an
information-theoretic converse result. The coding scheme multiplexes various instances of a general scheme over multiple
phases, where in each phase a different set of parameters is employed. Multiplexing allows to attain a somehow limited form
of collaboration between the distributed multi-access transmitters, despite the fact that they convey independent messages. As
we show, multiplexing is indeed required to exhaust the set of all achievable rates in our setup. The same holds also for non-
covert communication over a DMMAC [18]. In our mixed covert/non-covert setup, multiplexing is required even when there is
only a single covert and a single non-covert user. This contrasts the findings for the DMMAC when transmission from all users
needs to be covert. In such case, no multiplexing is required and instead the data stream from each user can be transmitted
using a standalone single-user coding scheme and in the decoding of a given covert message all other transmissions are ignored
[19]. In our coding scheme that we employ in a given phase, we use a similar coding idea for the covert users, while we use
a standard DMMAC coding scheme for the non-covert users. In the decoding of the non-covert users, the legitimate receiver
can simply ignore the covert users, since they anyways remain silent most of the time.



Notice that the study of mixed covert users and non-covert users is novel in this line of work, and so are the results on the
fundamental limits. Previous works had only considered setups with only non-covert or only covert users. However, even in the
works with only covert users, the minimum secret-key rate required to achieve covertness was only determined in the special
case of maximum covert transmission rates. The present work establishes the required secret-key rates for all achievable covert
rates, also when they are reduced. As already mentioned, our work also presents new results for the classical single-user and
multi-access covert communication scenarios as studied in [4, 17]. These new results are crucial to determine the set of covert
rates that are achievable over DMCs and DMMACs under any given secret-key budgets per user, which cannot be obtained
from the previous results in [4, 17].

To simplify notation, in most of this manuscript we restrict to binary input alphabets at the covert users and to two covert
and a single non-covert users. All results and proofs extend however to arbitrary input alphabets and arbitrary number of covert
and non-covert users in a straightforward way. For conciseness, we only present the main results for these extended setups in
our manuscript. As a final extension, we also present the fundamental tradeoff between the message and secret-key rates that
are simultaneously achievable in a three-transmitter and two-receiver Discrete Memoryless Interference Channel (DMIC) with
an external warden where two of the transmitters send individual covert messages to their corresponding legitimate receivers
and a third transmitter sends a common non-covert message to both legitimate receivers. Since in our mixed covert-/non-covert
DMMAC scheme, covert messages were decoded independently, it can also be applied to this DMIC setup with same rates.
Following the same arguments as in the converse proof for the DMMAQC, it can then be shown that this scheme is also optimal
for the proposed DMIC setup, thus establishing its fundamental limits. In a similar spirit, [19] established the covert capacity
of the DMIC with only covert users based on the capacity-achieving covert DMMAC scheme and its analysis [17].

To summarize, our main contributions in this manuscript are:

o We characterize the fundamental limits of non-covert rates, covert rates, and secret-key rates that are simultaneously
achievable over a DMMAC with an external warden (Theorems 1, 2, 3 and 4). The related simulation and numerical
examples allow us to conclude that the presence of non-covert users can enhance the set of achievable rates of covert
users.

« We establish a connection of our result to the jammer assisted covert communication (Corollary 1).

o We extend our findings to the DMIC by establishing the fundamental limits of non-covert, covert, and secret-key rates
over a three-user DMIC with one non-covert and two covert users (Theorem 5).

« For single-user and DMMACSs with only covert users, we establish the set of all covert rates that are achievable under a
given secret-key rate budget (Corollaries 2 and 3). Previous results had only determined the required secret-key rates for
maximum covert rates. Our results determine the required secret-key rates for any achievable set of covert rates. Notice
that for the DMMAC (but not for single-user channels), our scheme achieving minimum secret-key rates requires local
randomness at a part of the transmitters.

Notation: In this paper, we follow standard information theory notations. We use calligraphic fonts for sets (e.g. S) and note
by |S] the cardinality of a set S. The set [|1, p|] denotes the set of positive integers between 1 and p, i.e. [|1,p|] = {1,2,...,p}.
Random variables are denoted by upper case letters (e.g., X), while their realizations are denoted by lowercase letters (e.g.
x). We write X™ and 2" for the tuples (Xi,...,X,) and (z1,...,x,), respectively, for any positive integer n > 0. For a
distribution P on X, we note its product distribution on X" by P®"(z") = []}"_, P(;). For two distributions P and @ on X,

D(P||Q) = > cr Plx)log (P(”’)) is the relative entropy. For two distributions P and () on X, we say that P is absolutely

Q(z
continuous with respect to (w.r.i.)) Q, noted P < @, if for all z € X we have P(z) = 0 if Q(x) = 0, which is equivalent to
the condition that the support of P is included in the support of (). The logarithm and exponential functions are in base e and
motivated by continuity of the function tlogt we define 0log(0) = 0. We use Landau notation, i.e., for a function f(n) we
write f(n) = o(g(n)) if the ratio f(n)/g(n) vanishes as n — oo, and we write f(n) = O(g(n)) if the cumulation points of
the ratio f(n)/g(n) are within a bounded interval.

Paper Outline: We present our main problem setup, namely a three-user Multiple Access Channel (MAC) with two covert
and one non-covert users, in the following Section II. The corresponding results are presented in Section III. Section IV extends
these results to arbitrary number of covert and non-covert users and arbitrary input alphabets, and to the interference channel
(IC). Section V concludes the article. The technical proofs are deferred to appendices.

II. THE MIXED COVERT/NON-COVERT THREE-USER MAC: SETUP

Consider the setup depicted in Figure 1 where three users communicate to a legitimate receiver in the presence of a warden.
Both Users 1 and 2 wish to communicate covertly, i.e., the warden should not be able to detect their communication. User 3
does not mind being detected by the warden, and we shall even assume that the warden knows its transmitted message.
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Fig. 1: Multi-access communication where communications from Users 1 and 2 have to remain undetectable to the external
warden.

We thus have two hypotheses H = 0 and ‘H = 1, where under A = 0 only User 3 sends a message while under H = 1
all users send individual messages to the legitimate receiver. For simplicity, we assume that Users 1 and 2 produce inputs in
the binary alphabet X; = X5 = {0,1}. User 3’s input alphabet X3 is finite but arbitrary otherwise. The legitimate receiver
and the warden observe channel outputs in the finite output alphabets ) and Z. These outputs are produced by a discrete and
memoryless multi-access channel (DMMAC) with transition law T'y 7| x, x, x, (-, |, -, -). This means, if Users 1-3 send input
symbols z1;, T2, and x3; in time slot 7, then the legitimate receiver and the warden observe symbols Y; and Z; according
to the pmf I'y 2 x, x,x, (*, *[*1,i, T2,i, ¥3,:), irrespective of the previously observed outputs and inputs.

Define the message, key sets, and sets of local randomness

My 2{1,... My}, (6)
My 2 {1,... My}, (7)
Mz 2{1,..., M3}, (8)
K12 {1,... K}, ©)
Ko 2 {1,..., Ko}, (10)
G 2{1,...,G}, (11)
Go2{1,...,Gy}, (12)

for given positive numbers My, My, M3, Ky, Ky, Gy, and Go, and let the messages Wy, Wa, W, the keys S7 and So, and the
local randomness C and C5 be uniform over My, Mo, M3, K1, Ko, G1, and Go, respectively. Secret-key Sp is known to User
1 and to the legitimate receiver, and message W; and local randomness C; are known to User 1 only. Similarly, secret-key
So is known to User 2 and to the legitimate receiver and message W5 and local randomness C5 are known to User 2 only. In
contrast, message W3 is known to User 3 and the warden.

Under H = 0:
Users 1 and 2 send the all-zero sequences

X7 =0, (13)
XP =0, (14)

whereas User 3 applies some encoding function goén): Mz — X3 to its message W3 and sends the resulting codeword

X5 = " (W) (15)
over the channel.
Under H = 1:
User 1 applies some encoding function galn): My x K1 xGy — AT to its message W7, its secret-key 57 and its local randomness

C1, and sends the resulting codeword
X7 =@\ (W1, 51,C1) (16)

over the channel. Similarly, User 2 applies some encoding function <p2"): Mo x Ko xGo — X3 to its message Wa, its secret-key
So and its local randomness C5, and sends the resulting codeword

X3 = o8 (Wa, S, Cs) (17)

over the channel.



User 3 constructs its channel inputs in the same way as before, see (15), since it is not necessarily aware of whether H = 0
or H=1

The legitimate receiver, which knows the hypothesis #, decodes the desired messages W3 (under H = 0) or (W7, Wo, W3)
(under H = 1) based on its observed sequence of outputs Y™ and its knowledge of the keys (S7,.53). Thus, under H = 0 it
uses a decoding function gén): Y™ — Ms to produce the single guess

W3 = g5” (Y™) (18)
and under H =1 it uses a decoding function g§”>: V" X Ky x Ko — M1 x Mgy x Mg to produce the triple of guesses

(Wh, Wa, W) = ¢\™ (Y™, 8y, S,). (19)

Decoding performance of a tuple of encoding and decoding functions (¢{", 8™ (™ ¢{ ¢'™) is measured by the error

probabilities under the two hypotheses:
P.o2Pr (Wg 4 Wg,’ H = 0) , (20)
Py 2 Pr (Wg £ Wy or Wy # Wy or W, #Wl‘Hzl). @1)

Communication is subject to a covertness constraint at the warden, which observes the channel outputs Z™ as well as the
correct message Ws. (Obviously, covertness assuming that the warden knows W3 implies also covertness in the setup where it
does not know W3.) For a given codebook C and for each w3z € M3 and W3 = w3, we define the warden’s output distribution
under H =1

~ 1
) A ® T , s
Qg,w3(zn) - M1M2K1K2G1G2 Z Z FZ&1X2X3(zn|x?(w17517cl)al‘g(w2782762)5mg(w3))’ (22)
(

wi,S1 701) (w27527c2)

and under H =0

Dol xx, (27107, 07, 25 (w3)), (23)

and the divergence between these two distributions:

e 2D (Q8 oy | TS, sy, (107,07, 28 (ws))) Vg € M. 24)

The choice of this measure for covertness is motivated by the fact that any binary hypothesis test at the warden satisfies [20]
o+ 3 >1— 0y, for a and 3 the probabilities of miss-detection and false alarm, respectively. Ensuring a negligible 6,,
for any ws € M3 is thus sufficient to achieve covertness irrespective of the message that is transmitted by the non-covert user.

(n) () (n) (n) (n)
1

Our main interest and focus will be on coding schemes {(¢] 7,5, ©5 » 90 -1 ) }52 that guarantee reliable transmission

and undetectability at the warden in the sense of:

lim Py =0, He{0,1}, (25)
n—oo
h_>m 5n,w3 =0, Yws € Ms. (26)

Our problem is thus multi-objective as we not only wish to have reliable communication from all the users to the legitimate
receiver, i.e. vanishing error probabilities (20) and (21), but also a vanishing detectability capability at the warden (24).

Remark 1 (Special Cases of Our Setup). The setup we introduced in this section includes canonical scenarios as special cases.
In fact, when the inputs Xo and X3 do not influence the outputs at the legitimate receiver, Users 2 and 3 can communicate
reliably only when Mo = M3 = 1 and the setup reduces to a covert single-user DMC (from User 1) as studied in [4, 5]. If
only the input of the non-covert user X3 does not influence the outputs, then we fall back to the two-user covert DMMAC
studied in [17].

If the non-covert user has no data to transmit, i.e., if Mg = 1, then the setup specializes to a covert two-user DMMAC with
a friendly jammer (User 3) whose inputs are revealed to the legitimate receiver and the warden.

We shall formally define these special cases in our results Section III-D.



III. THE MIXED COVERT/NON-COVERT THREE USER MAC: RESULTS

We make the following assumptions to avoid degenerate conditions. For any x5 € Xj5:

Ty ix,x. x5 (40, 1, 23) < Ty x, x,x, (0,0, 23), (272)
Ly x,x.x5 (41,0, 23) < Ty x, x,x, (40,0, 23), (27b)
Lz1x,x. x5 (10, 1, 23) < T'zix, x,x, (-0, 0, 23), (27¢)
Lz1x, %, x5 (11,0, 23) < T'zix, x, x5 (:10,0, 23), (274d)
Lz1x, %, x5 (10, 1, 23) # Tzix, x,x5(:10,0, 23), (27e)
FZ\Xlxzxg('|1a0,$3) # I'z1x,x,x, (0,0, 23). (27%)

Conditions (27a) and (27b) exclude the situation in which the legitimate receiver can detect certain input symbols with
probability 1, in which case it has been shown that one can communicate O(+/nlog(n)) covert and reliable bits in a blocklength
n, see [4, Appendix G]. Conditions (27¢) and (27d) prevent the warden to distinguish the covert users’ inputs with probability
1. Finally, (27e) and (27f) prevent that the warden’s output distribution does not depend on the covert users’ inputs, in which
case, covertness is trivial.

A. Useful Definitions
Before presenting our results we make the following definitions. Let {w, }72, be a sequence satisfying

le wn =0, (28a)
lim (w,v/n —logn) = oo, (28b)
n— oo
and define w
o 2 \/—% (29)
We further define for any x5 € X3 the abbreviations
DY (23) £ D (T x, x4 (1,0, 23) || Ty, x, 3, (10, 0, 23)) (30)
D (w3) £ D (Ty 1, x5 (10, 1,8) [ Ty, x5 (10, 0, 5)) (300)
DY (23) £ D (Tyx, x0 3 (11 1 8) 1| Dy o, (410,0,23)) (30¢)
DYy (5) 2 D (Dz)x, x5, (11,0, 23) || T zpx, x5, (10, 0, 23)) | (30d)
D (3) 2 D (Dz)x, x40, (10, 1, 23) || Tzpx, x,, (10, 0,23)) (30e)
DY (w3) £ D (Tgpx, x5 (11 L) [| T, xx, (10,0, )) - (300
Define further the function
Clor pms) £ Y (p1$p2FZ|X1X2X3(Z|1?O?xs)+ 2y Dzixixax, (20,1, @3) —FZ|X1X2X3(Z\0,0,9C3)) a1
1, P2,43) —
= T z1x, x,x,(2]0,0, 23)
We have x2(p1, p2, x3) the chi-squared distance between the mixture distribution
p1 P2
PR Lz1x, x,x5 (11,0, 23) + o1t L21x, x.x5 (10,1, 23), (32)

P1
p1t+p2’ p1 +P2

and I' 7| x, x, x, (2|0, 0, 23). Notice that X2(p1, p2, r3) = x> ( xg), i.e., any normalization of both p; and py does

not change the x? distance.

B. A Basic Coding Scheme

Our first result in Theorem 1 is an achievability result, and we start by explaining the underlying coding scheme. In this
subsection we present a special case of the scheme, the general scheme is described in the following Subsection III-C. In this
special case, we have a deterministic scheme and we simply omit the local randomness in the notation; the general scheme
later can be randomized for one of the users.

Fix a finite alphabet 7. Let {w, } be a sequence satisfying (28) and define {a,} as in (29). Pick a pmf Prx, over T x X3
and the conditional pmfs

Px, jr(1]t) = prion, teT, (33)



PXz,n|T(1 | t) = pg’tOén, t e T (34)
Define the joint pmf
PR, oxor 2 Prxy Px, 7 P m Ty (X, X0, (35)
Let also p, = n~1/3.
Notice that while both pmfs Px, |7 and Py, |7 used to construct codebooks C; and Ca depend on the blocklength n, the
pmf Px, 7 used to construct C3 is independent of n.

Fix a large blocklength n and choose a type-vector w € {0, %, 2 . =1 1}T with entries summing to 1, i.e. ||7|1= 1,
and so that
1
n
as well as 7(t) = 0 whenever Pr(t) = 0.
Codebook generation: Let t™ = (t1,...,t,) be any sequence of type r, i.e., so that the empirical frequency of symbol ¢t € T in

t" equals 7r(t). The t™-sequence acts as a multiplexing sequence that indicates which distribution to use in the construction of
the different entries of the covert and non-covert codewords. As we see in the following, the i-th distribution used to construct
the i-th entries of all codewords is determined by the value of the symbol ¢;.
o For user 1, generate a codebook
Ci :{x?(lvl)""’x?(Mvil)} 37

by drawing the i-th entry of each codeword 7 (w1, s1) according to the pmf Py, 7 (-|t;) independent of all other entries.
« For user 2, generate a codebook
CQ = {l‘g(l,l),,l‘g(MQ,Kg)} (38)

by drawing the i-th entry of each codeword x5 (w2, s2) according to the pmf Py, 7 (-|t;) independent of all other entries.
« For user 3, generate a codebook

by drawing the i-th entry of each codeword z73 (w3) according to the pmf Px,(-|t;) independent of all other entries.

Encoding and Decoding:
If H =1, Users 1 and 2 send the codewords z7 (W1, S1) and 25 (Ws, Sa) respectively, and if H = 0 they send 27 = 0™ and
x% = 0™. User 3 sends the same codeword x4 (WW3) under both hypotheses.

The legitimate receiver, which observes Y = y™ and knows the secret-keys (57, S2) and the true hypothesis H, performs
successive decoding starting with message W3 followed by the messages W; and W in case H = 1. (The decoding procedure
is also summarized in Figure 2.)

More specifically, under both hypotheses, the legitimate receiver looks for a unique index w3 € M3 satisfying

(", x5 (ws3),y") € T, (Prxsy)- (40)

If such a unique index w3 exists, the legitimate receiver sets W3 = ws. Otherwise it declares an error and stops.
Only under H = 1 and after decoding the message W3, the legitimate receiver decodes the messages of the two covert
users. These two decoding steps depend on the set

P®n (yn|$n’xn’xn)
A2 {(x?,a:g,xg,y”) € AT X AP x XD x Y log ( PR S ) st 41)
FY\X1X2X3(y |0 ,0 am?,)

where 7 is a given positive constant.
To decode message W, the legitimate receiver looks for a unique index w; satisfying
(w5 (w1, 80,0, a5 (Wy), y") € Ay

n 42)
where 7, is a positive constant that needs to be chosen judiciously. (Details on how to choose 7; and later 7, are presented
when we analyze the scheme, see Equations (160) and (162) in Appendix A.) If such a unique index w; exists, the legitimate
receiver sets W7 = wy. Otherwise it declares an error and stops.

Similarly, to decode message Ws, the legitimate receiver looks for a unique index ws satisfying

(07,25 (wz, S2), w5 (Wy), ") € Ap

. 43)

for a well chosen positive constant 7». If such a unique index ws exists, it sets Wg = ws, and it declares an error otherwise.
We notice that the decoding of each covert message uses the previously decoded non-covert message, but assumes that the
other covert users send the all-zero sequence. In fact, the number of non-zero symbols is small in each block, and the all-zero
approximation seems not to cause any loss in optimality in terms of achievable rates.
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Fig. 2: Under H = 1, the non-covert message W3 is decoded first, followed by parallel decoding of the two covert messages.
Under ‘H = 0 only W3 is decoded.

C. Generalization of the Coding Scheme

We propose a slight generalization of our coding scheme including two new parameters ¢1, ¢ € (0, 1]. In our description,
we assume ¢p > ¢o, otherwise we switch the roles of Users 1 and 2.

In the generalized scheme, communication at Users 1 and 2 is only over a fraction ¢; of the time; during the remaining
(1 — ¢1) fraction of time both users simply send the zero symbol. User 3 acts as before and transmits over the entire duration
of the blocklength n. See Figure 3 for an illustration of the scheme.

1 ¢1-n n
I
User 1 PXM\T } 00...0
1 @21 o1n n
I I
User 2 Px, .7 } dummy bits ~ Px, |1 } 00...0
1 n
User 3 Px,ir

Fig. 3: Illustration of the code construction in the generalized coding scheme for the scenario ¢; > ¢o.

For each ¢t € T let

L(t):={jel[l,n]]: t; =t} (44)

and choose two disjoint subsets of time-instances £1(t), £1,2(t) C L(t) of sizes
|L1(t)] = nPr(t)(d1 — ¢2) 45)
[L1,2(t)] = nPr(t)s. (46)

Users 1 and 2 send the following channel inputs depending on whether a time slot 4 lies in the sets £q 2(t) or £4(t) for

some ¢ or not.

« In all channel uses U;e7L1 2(t): Users 1 and 2 transmit the corresponding symbols from the codewords z7(W7,.S1) and
a8 (W, Se) as described in the basic scheme.

o For each ¢ € T, in channel uses £;(t): User 1 transmits the corresponding symbols from the codeword z7 (Wi, S;)
and User 2 sends i.i.d. inputs according to Px,  ,_,. Thus, in this scheme only User 2 uses its local randomness C to
generate the i.i.d. inputs in channel uses Ue7 L1 (¢).

« In the remaining channel uses (i.e., channel uses neither in U;e7 L1 2(¢) nor in Uye7L1(t)), Users 1 and 2 send input 0.

The legitimate receiver decodes message W3 as before, see (40). To decode message W1, it applies the decoding rule in
(42), but focusing only on channel uses Upe7(L£1,2(t) U L1(t)). To decode message W, it applies the decoding rule in (43),
but focusing only on channel uses ULy 2(t).

D. Main Results

Our first result is a finite blocklength achievability result based on the coding schemes described in the previous two
subsections.



Theorem 1. Fix any pmf Prx, over finite alphabets T x X5 and (T,Xs) ~ Prx,, any sequence {w,}>2, as in (28),
any pair (¢1,$2) € [0,1]% and any nonnegative tuple {(p1t,p2.t)}te7. Then, for any € > 0 and arbitrary small numbers

£1,89,83,84, 5,86 > 0 and for sufficiently large blocklengths n, we can find encoding and decoding functions {(gpgn)7 gpé"% (pg")7
90" ’ng )} with message sizes My, My, M3 and secret-key sizes Ky, Ky satisfying
log(My) = (1= &) - 61 - waViEpy, [p17D4 (X)), )
log(M2) = (1 = &) - ¢2 - wnV/nEp,. ., {PZTD@(X?,)} ; (48)
log(M3) = (1 — &)nl(X3;Y | X1 =0,X2 =0,T), (49)
log(M1) +log(K1) = (1 + &) - ¢1 - wavnEpp {pLTD(ZI)(X?))} : (50)
log(Mz) +10g(K2) = (1 + &) - 62 - wav/nEpy, [p2rD) (X5)] 51)
and so that
Poyw<e, VYHe{0,1} (52)
and
1 Ms w?
s D bnwy = (14 &) - max(¢n; ¢o) - ~ EPrx, [(pr7 + p2,1)X* (o175 p2,7, X3)] - (53)

Wa=1
(Notice that the parameter ¢, influences only the message and key sizes of User £, £ € {1,2}, but not of User 3 — {. The
expected divergence at the warden depends on the term max(d1; ¢2). )

Proof: Appendix A contains the proof in the special case ¢; = ¢ = 1, which is obtained by analyzing the basic coding
scheme in Section III-B.

The proof in the general case can be obtained by analyzing the generalized coding scheme in Section III-C. The analysis
is the same as in Appendix A, up to some small modifications that allow to introduce the factors ¢; and ¢5. We explain the
modifications when ¢ > ¢, otherwise we switch the indices 1 and 2.

o When analyzing P, in Appendix A, restrict to channel uses in Uier (L1 2(t) U £1(t)) because only these chan-
nel uses are used for the decoding of message Wj. Since approximately a fraction ¢; of the n channel uses are in
UteT (L£1,2(t) U £1(t)), we obtain the additional factor ¢; in (47).

o When analyzing P, ; o , restrict to channel uses in U;e7L1 2(t) because only these channel uses are used for the decoding
of message Ws. Since approximately a fraction ¢o of the n channel uses are in Ut€7—£172(t), we obtain the additional
factor ¢ in (48).

o The details of the resolvability analysis are provided in Appendix B. The modifications for the generalized scheme allow
to introduce the factor ¢, for bounds (50) and (53) and the factor ¢ for bounds (51) and (53).

|

Remark 2. 7o achieve the performance in Theorem 1, the covert user 1 does not require access to local randomness to achieve
all tuples for which ¢1 > ¢s. Similarly, covert user 2 does not require access to local randomness to achieve tuples for which
¢2 > ¢1. (Covert user 2 utilizes common randomness to generate the random inputs in channel uses Uy L1(t)).

We observe the difference in the scalings of the logarithms of the covert-message size and the key sizes and the scaling
of the logarithm of the non-covert message size. While the formers grow in the order of w,+/n, and thus slowlier than /7,
the logarithm of the non-covert message size scales linearly in n. Communication from the non-covert user thus admits for a
positive communication-rate in the traditional sense (ratio between the number of information bits and channel uses), which
is not the case for the communications from the covert users.

It is further interesting to analyze the influence of the sequence {w,}. The key and covert-message square-root-scalings
all depend on the vanishing sequence w,,. Increasing w,, proportionally increases the permissible covert-message size but also
quadratically increases the average divergence at the warden. Combined with the observation in the previous paragraph, we
conclude that we obtain meaningful rates for the covert-messages by dividing the log of their message sizes by the square-roots
of the blocklength n and the square-root of the averaged divergences. This leads to the following definition.

Definition 1. A non-negative tuple (r1, 72, R3, k1, ko) is achievable if there exists a sequence (in the blocklength n) of tuples'
(M1, My, M3, Ky, Ko, Gy, Go) and encoding/decoding functions ((pin)a 80%”)7 %Og(»,n)7 9(()”), g%n)) satisfying

lim Py =0, vHe{0,1}, (54)

n—roo

INot to overload notation, we did not add a superscript (™) to the parameters M1, Mo, M3, K1, Ko. They however all depend on the blocklength n.



h_)m On Ws = =0, VW3 € Ms, (55)
and
log(M
r¢ = lim inf 0g(Me) , Ve e {1,2}, (56)
n— o0
\/ Mz ZW’; 1 On, W3
Ry = lim ing 128M3), (57)
n—o00 n
log(K
k¢ = lim sup 08(K) . Ve {1,2). (58)

nee \/ M ZWg, 1 n W3
The following theorem determines the set of all achievable rate-key tuples (71,72, Rs, k1, k2).

Theorem 2. A nonnegative rate-key tuple (11,72, R3, k1, k) is achievable if, and only if, there exists a pmf over T X X3 with
T =A{1,...,6} and (T, X3) ~ Prx,, a nonnegative tuple {(p1.¢, p2.t) }re7, and a pair (81, B2) € [0,1]? so that the following
inequalities hold:

Ep pz,T]D)gf)(X?,)
e < BevV/2 = { }

. veed{1,2}, (59)
\/EPTX3 {(Pl,T + pz,T)2 “X*(pr,1, P21 Xs)}

R3 S H(Xg,y | X1 = O,Xg = 07T), (60)

Epps, |per (DY (Xs) - DY (X))

ke > BeV/2 . Ve {1,2}, 61)

\/EPTX3 {(pl,T +p21)” X2 (prrs P2 X3)}

where recall that ]D)(E)( -) and D(ZE)(-) are defined in (30).

Proof: The achievability proof essentially follows from Theorem 1, by setting ¢y = [y max(¢1;¢2) and taking n — oo.
For details, see Appendix C. For the proof of the converse, see Appendix D. [ ]

Lemma 1. The set of five-dimensional vectors (1,72, Rs, k1, k) satisfying Inequalities (59)—(61) for some choice of pmfs
Prx, and nonnegative pairs {(p1,¢, p2.1) beeT is a convex set.

Proof: See Appendix E. [ ]

Remark 3. Whenever the numerator in (61) is negative, no secret-key is required to establish covert communication in our
setup. In particular, whenever ]D)(Zl)(xg) < Dg/l)(xg) and ]D)(ZQ) (x3) < ]D)g,z) (x3) for all x5 € X3, Condition (61) is always
satisfied.

Our theorem includes various interesting special cases. For example, when User 3 has no message to transmit (M3 = 1
and R3 = 0), its inputs act as a jamming sequence that shapes the channel and in addition is known to the warden and the
legitimate receiver. We then obtain the following corollary.

Corollary 1 (User 3 acting as a Friendly Jammer). When User 3 sends no message (M3 = 1 and R3 = 0), it acts as a friendly
Jammer whose inputs are known to the warden and to the legitimate receiver. In this case, a rate-key tuple (r1,r2,k1,k2)
for Users 1 and 2 is achievable if, and only if, (59) and (61) hold for some choice of Prx, and pairs {(p14, p2.t) }reT and

(,817ﬁ2) S [0, 1]2.

Our theorem also includes results for the two-user covert DMMAC and the single-user covert DMC as specials cases. In
both cases our results are stronger than the previously known findings in [17] and [4], because we not only determine the
required key rate at the largest covert communication rates, but at all rates. The special case of the two-user covert DMMAC
is obtained if in our setup we assume that either X5 = {x3} is a singleton or that the output distributions at the legitimate
receiver and the warden I'y | x, x, x, and I'z|x, x, x, do not depend on the input X3. Interestingly, in these cases the cardinality
of T can be set to 1 without loss in optimality. So no multiplexing (coded time-sharing) is needed. Moreover, when 7 = {t¢},
then the single parameters p;; and po; can be chosen to sum to 1 without loss in optimality. These observations are made
precise in the following corollary and its proof.

Corollary 2 (Only Two Covert Users). Assume that X3 = {x3} or that for any x3 € X5:

Ly x, x. x5 (Y]T1, 22, 23) = Ty x, x, (|71, 22), (62a)



L21x, xox5 W21, 22, 23) = T 7%, x, (2|T1222). (62b)

Then Rs = 0 and a message and secret-key rates tuple (r1,72,k1, ko) is achievable if, and only if, there exist nonnegative
numbers p1, pz > 0 summing 1o 1 (p1 + p2 = 1) and By, B2 € [0, 1] so that

D (T 11,0) | Ty, x, (0,0
< V3" (Tyx,x, 2 ) 1 Ty x,x, (¢ ))’ 63)
X2(p1, p2)
D (Ty x, x, (10, 1) || Ty, x, (-0, 0
vy < Bor/3"2 (Tyx,x, 2 ) 1 Ty x,x, (¢ ))’ 64)
X2(p1, p2)

k> BV (D (Tzx,x, (11,0) [ T21x, x,(:10,0)) = D (Tyx, x, (-11,0) || Ty x, x,(:|0,0)))

, (65)
V XQ(/)DPQ)
D (T 40,1) || T 10,0)) =D (T 40,1) || T 10,0
ko 252\/§p2( (Tzx,x,(10,1) [| T2 x, x, (-0, 0)) (Tyx,x, (10, ) || Tyx, x, (| )))7 6)
X2(p1, p2)
where we use the abbreviations
Ly ix,x, (W21, 2) £ Ty x, x, x, (y]@1, 22, 23), (67)
Lz, 5% (Wlz1, 22) £ Tzix, x,x, (y]@1, 22, 23), (68)
2
p1-Tzix,x,(2[1,0) + p2 - T'z1x, x,(2]0,1) = T'zx, x,(2]0,0)
Clprpm) 2 Y oo, L i (10.0) (69)

I'zx,x,(2]0,0)

Proof: We present the proof assuming that X5 = {x3} is a singleton. Under the assumptions (62) the proof is similar.
We start by proving that without loss in generality in Theorem 2 one can restrict to constant 7. To this end, define
pe = Ep,[per], and notice that when X3 is a constant z3, the numerators of (59) and (61) simplify to py - }D)gf) (x3) and

z2€EZ

Do - (]D(Zé)(mg) — Dgf)(l‘g,)), respectively. Moreover, in this case, the denominator of (59) and (61) can be lower bounded as:

Ep, [(pl,T + P2,T)2 : Xg(m,T, P2,T, 963)}

2
—F (Z (1,77 2%, x0x5 (2[1,0, 23) + p2. 7T 71 x, x5 x5 (200, 1, 23) — (1,7 + p2,7)T 21, x5 x5 (2]0, 0, 23)) >
=Ep,

= I'z1x, x2x,(2]0,0, 23)

_ _ _ _ 2
=3 (P1 - Tzix, x2x5 (211,0,23) + P2 - Tz1x, x, x5 (200, 1, 23) — (p1 + p2) - Tz1x, x,.x, (210, 0, 23))
- I'z1x, x,x5(2]0,0, 23)

; (70)
zEZ
where the inequality holds by the convexity of the square-function and Jensen’s inequality.

We conclude that replacing p; ; and ps ; by the respective expectations p; and p (and thus 7" by a constant) does not change
the numerator of the right-hand sides of (59) and (61), while it divides all the denominators by the same factor /v > 1, for v
the ratio between the left- and right-hand sides of (70). Dividing 3, by /7, we can recover the same constraints on the rates
and keys, from which we started. There is thus no reason to consider non-constant random variables 7.

Notice further that for a single 7' = ¢ the rate and key expressions in Theorem 2 only depend on the normalized coefficients

o fi:m - and o fi;z - but not on the absolute values of pi,; and pa;, because X%(p1.t, p2.t,x3) also only depends on the
ratios ;ﬁ f 1:)2 - and o tp i:m but not on their absolute values. This implies that without loss in generality we can restrict to
p1.t + p2.. = 1, which establishes the above corollary. [}

Remark 4. Corollary 2 strengthens the results in [17] for two covert users because in Corollary 2 we characterize the required
secret-key rates for all achievable covert rates, not only the ones on the boundary of the achievable region. We recall that we
need local randomness only at one of the users.

In a similar way, we can recover the fundamental limits for a single-user communication system. We start from Corollary

2 (where p; + p2 = 1) and assume that for any zi, zs, x3:
Iy x, x. x5 (Yl21, 22, 23) = Ty x, (y]21), (71a)
Lz1x, x. x5 (YlT1, 22, 23) = Tz1x, (2]21), (71b)

for some conditional pmf I'y| x, . This immediately implies that Users 2 and 3 cannot communicate reliably, i.e., we can restrict
to ro = ko = R3 = 0. Moreover, under Assumption (71b), we have

- 1 .T 0) — T 0 2
Xz(m,pz): Z (p1 Z\Xl(z| )+ p2 - Tzx,(2(0) = (p1 + p2)-T'z|x, (2] )) )

= Lz1x,(2(0)



-y (o1 - Tz, (2]1) = p1 - Tz, (2]0))

73
22 I'z1x,(2|0) (73)
2 (Tzix, (2]1) = Tz, (210))
— 2. : 74
" ZGZZ Iz1x,(2(0) 7

where in (72) we used that p; + p2 = 1. Therefore, the p;-factor cancels in constraints (59) and (61) and the following corollary
is obtained. Define

Dy £D (Ty|x, (-[1) [| Ty|x, (]0)), (75)
Dz £D (Tzx,(-[1) | Tzx, (-0)) , (76)
24 (Tzix, (2]1) = Tz, (2]0))
£ . 77
AL T ) 7

We have the following corollary.

Corollary 3 (Only a Single Covert User). Assume (71) and ro = ko = R3 = 0. Then a message and secret-key rate pair for
User 1 (r1, k1) is achievable if, and only if, there exists a number 31 € [0,1] so that

D
r < AivVI—=, (78)
/2
Dy —D
ki > BiV2—t T (79
/X2
Defining the secret-key covert-capacity tradeoff r7 (k1) as the largest rate achievable given a key-rate budget k1,
r} (k1) = max {ry : (r1, k1) is achievable} (80)
we have:
. Dy Dy
(k1) = k 2 . 81
rilin) mm{ "max{Dz — Dy, 0}’ fﬁ} i

For channels where D, > Dy, the secret-key covert-capacity tradeoff is thus linearly increasing in the secret-key rate
k1 € {0, \/ﬁ%}, and saturates to the largest covert rate for all larger secret-key rates, see Figure 4. In particular, for 1
pe

additional key bit, one can transmit DZDj’DY covert message bits. For channels where Dz < Dy the covert capacity is constant

and does not require any positive secret-key rate.

k1

2Dz—DY
VIR

Fig. 4: The secret-key covert-capacity tradeoff for the scenario Dz > Dy-.
Again, Corollary 3 not only recovers the result in [4] but even strengthens it, because in [4] the required secret-key rate is

characterized only for covert capacity and not for achievable covert rates. In particular, based on the results in [4] it is not
possible to characterize the secret-key covert capacity tradeoff r¥ (k).

Remark 5. Corollary 3 can be achieved with a deterministic scheme where the single user does not have access to additional
local randomness.



E. Numerical examples

Consider binary input alphabets for all three users, i.e. X1 = Xo = X5 = {0, 1}, and output alphabets ) = Z = {1,...,6}.
Assume the channel transition laws

[0.28 0.26 0.02 0.01 0.18 0.25]
0.12 0.36 0.29 0.06 0.11 0.06
0.17 0.14 0.25 0.10 0.13 0.21
r ~10.05 0.15 0.31 0.28 0.01 0.20
YIXiXoXs = 1908 0.18 0.02 0.25 0.39 0.08]°
0.05 0.21 0.13 0.28 0.03 0.30
0.15 0.05 0.10 0.17 0.33 0.20
10.05 0.25 0.10 0.20 0.10 0.30

(82a)
and
[0.15 0.11 0.57 0.01 0.06 0.10]
0.15 0.41 0.12 0.15 0.06 0.11
0.23 0.02 0.01 048 0.10 0.16
r {014 0.17 0.21 0.12 0.24 0.12
Z1XiX2Xs = 10,01 0.12 0.19 0.15 0.19 0.34|°
0.10 0.11 0.15 0.14 0.18 0.32
0.05 0.15 0.15 0.20 0.10 0.35
10.10 0.10 0.27 0.13 0.20 0.20]
(82b)
where the six columns correspond to the six output symbols 1,...,6 and the eight rows correspond to the eight distinct
triples (1,2, x3) in increasing alphabetical ordering, i.e., (0,0,0),(0,0,1),...,(1,1,1). Notice that above channels satisfy

Conditions (27).

Figure 5 illustrates the set of achievable triples (r1, 72, R3) according to Theorem 2 for the channels in (82) and maximum
secret-key rate budgets kj, ko < 0.8.

T 020

1
/j%

0.15
0.15

0.10

Non-Covert rate R3

0.05

0.00 0.0

0.6

04 r
08 02 covert e
0.0

(a) Contour plot of the rate-region (r1,72, R3) (b) 3D-rate region (71,72, R3)

Fig. 5: Rate-region (71,9, R3) for the channels in (82) and secret-key rate budgets ki, ko < 0.8.

For better visualization, in Figure 6, we also show the two-dimensional tradeoff between the rates (ry, Rs3) for k1, ko < 0.8
and r fixed to 0.25, 0.5, or 0.75. Furthermore, in Figure 7, we plot the tradeoff between the two covert users (r1,73) for
secret-key rates k1, ko < 0.8 at different values of R3 € {0.1965,0.15,0.05}.

It is also interesting to study the influence of the non-covert user on the set of achievable (7o, ko) rate-key pairs. To this
end, in Figure 8 we plot the maximum achievable rate r, as a function of the secret-key rate ko without accounting for rates
r1 or r3. We compare this maximum rate to the maximum rate achievable for deterministic inputs X3 = 0 and X3 = 1. We
observe that the gain in optimizing over a randomized input X3 achieves larger gains than a simple convex-hull operation.

Finally, in Figure 9 we show that a multiplexing (coded time-sharing) strategy is better than a single phase transmission.
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1 —
N --- Ry =0.1965
L 0.8pIy ---R3=0.15
=~ RSN
—— R3 =0.05
g 06 I
§ 0.4 ) SIS
3
0.2 NN
0 | | \\ \\ |
0 0.2 0.4 0.6 0.8

Fig. 7: Rate-region

0.8

; 0.6

g

§ 0.4

o

“ 02
0

Covert rate rq

(r1,72) for secret-key rate k1, ke < 0.8 and different rates Rj.

| |
0.4 0.6

Secret-key rate ko

0.8

Fig. 8: Covert rate ro as a function of the secret-key rate ko when optimizing over Px,r (solid line) and when choosing
X35 =0 or X3 =1 deterministically (dashed and dash-dotted lines) for a covert rate r; = 0.1 and a secret-key rate k; < 0.8.
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Fig. 9: Rate-region (1o, R3) for secret-key rates k1, ko < 0.8 and 7 = 0.5 in function of the allowed cardinality |7 |: we have
|7'|= 6 for the solid line and a degenerate region with |7 |= 1 for the dashed line.



IV. EXTENSIONS

In this section, we broaden the scope of our findings from the multi-access scenario with 2 covert users and 1 non-covert
user and with binary covert input alphabets {0, 1} to:

« arbitrary numbers of covert and non-covert users;

« arbitrary finite input alphabets at the covert users; and

« the interference channel with two covert users and one non-covert user.

A. Arbitrary Number of Covert and Non-Covert Users

Consider the setup depicted in Figure 10 where L. covert users and L,. non-covert users communicate individual messages
Wi,...,Wy, for L L e+ Ly, toa legitimate receiver in the presence of a warden. Each message W, is uniformly distributed
over the set M, = {1,...,M,}, ¢ € {1,...,L}, and independent of all other messages. Covert users can secure their
transmissions at hand of secret-keys Sy which are uniform over the sets {1,...,K;} and independent of each other and the
messages, and also with independent local randomness Cp, which is uniform over {1,...,G,}. The legitimate receiver and
the warden observe channel outputs produced by a memoryless interference channel with finite output alphabets ) and Z
and transition law I'y 7| x,...x, . Similarly to Section II, it is assumed that the messages Wr 11,..., Wy transmitted by the

non-covert users are known to the warden.

. (Wea,81,Ch) (n)
User 1 — ¥ Se={S1,....50.}
User L, M (p(L") w ) Wty Wer.} Covert messages

¢ yn - .
9o > 91 F—— {Waet,---s Wae,n,..} Non-Covert messages
Xp o | Tyvzix.x,.
Whe,Lo+1 / \

) c (n) =~
User Lo+1 " Pror1 zn Warden —— #<{0,1}
User L W"—L, ¢(L”) X7

{Wnc,h LR WHC,an}

Fig. 10: Multi-access communication model with L, > 0 covert users and L,. > 0 non-covert users.

Each covert user £ = 1,..., L. produces its channel inputs X' £ (X, 1,..., X, ) in the binary input alphabet A, = {0, 1},

while each non-covert user £ = L.+ 1,..., L produces inputs X' pertaining to an arbitrary finite alphabet X;,. Under H = 0
only the non-covert users transmit their messages:
X7 (We) = o (We), €e{Le+1,...,L}, (83)

for some encoding function cpgn)(-) on appropriate domains, while the covert users send the all-zero sequences:

Xp=0" fe{l,...,L}. (84)

In this case, the output distribution induced at the warden is given by F%”XC x,, (- 10", X1 (Wh)), where we define

Wie & Wres1,..., W) (85)
and where
Xe(Whe) £ (X7 1 (Wrs), ., XE(WE)). (86)
Under ‘H = 1 all users communicate. That means, (83) continues to hold, but (84) has to be replaced by
XP(We, 80) = o (We, S0, Co), L€ {1, L}, (87)
for appropriate encoding functions. Thus, under H = 1, the output distribution induced at the warden is given by
Q") £ W D T, (71X 00 X ). (89)
where we define w. £ (w1, ..., wr,), Sc = (s1,...,51.), and ¢, = (cy,...,cr.), and

X (we, 8¢, ) = (X7 (wy, 81,¢1), - - ., X7 (wr, 8L, cL,))- (89)



The error probabilities under the two hypotheses are defined as:

P.o2Pr U We#gwe|#n=0], (90)
=Lc+1,...,.L

Poa2Pr| |J WeAWe|H=1]. 1)
0=1,...,.L

For a given non-covert messages vector wy., covertness at the warden is measured by the divergence

A ~
5n1wnc = D (Qg,w,,c

Definition 2. A mple (r1,...,70, Rr.+1,---, R, k1,...,kL,) is achievable if there exists a sequence (in the blocklength n)
of tuples (M1, ..., M, Ky,...,Kr_,G1,...,GL,) and encoding/decoding functions {(tpgn) (n) g

Z| X Xoe

ren (7| o, X;;(w,,c))) . (92)

v 2t g5, gM)) satisfying

lim Py =0,  ¥He({0,1} (93)
11_>H1 6n,Wnc = 0, VWm S MLC+1 X ... X My, 94)
and
log(M
re = liminf —28M) g (95)
n=oe \/nEw,, [0n,w,]
(96)
1
Ry = timint 22MO oy 97)
n— o0 n
ke = limsup ——28KD g (98)

n—o0 nEw, [6n,w,]
where Wy is uniformly distributed over the set of all possible vectors wyc.

For conciseness, and similarly to (30a), (30b), (30d), (30e), for any ¢ € {1,..., L.}, and tuple @, € X 41 X ... x Xp,, we
define the abbreviations

¢
DY (@ne) = D (T x.x,. (- | €6 @) Ty xx, (- | 0,20)) (99)
DY (@) = D (Tzx.x,. (- | €2, @) [Tz x5, (- | 0,%ac)) , (100)
where e, denotes the ¢-th canonical basis vector e, = (0,...,0,1,0,...,0) of dimension L. Redefine also the set 7 £

{1,...,L+ L.+ 1}, and for any nonnegative tuple p = (p1,...,pr) and @, € X1 41 X - - - X, define (similarly to (31)):

2
(ZzLél ﬁrmxcxm(z | €0, Tne) — 1—‘Z\XCXm-(Z | OviEnC))

2 A
X2(p, Tne) & (101)
() = 2, D71 (2 | 0, ac)
Theorem 3. A message and secret-key rate tuple (r1,...,7., Rp.+1,...,Rr,k1,...,kr.) is achievable if, and only if, there
exists a random variable T over T and a random tuple X, £ (Xro41,---,X1) over Xp 41 X -+ X X, of joint pmf Prx,.,
as well as a set of nonnegative tuples {p; = (p1.4,--.,pr.t) }teT and numbers B31,..., .. € [0,1], so that the following
inequalities hold:
Eppx,. oDy (Xoe)|
e < BeV2 . Wee{l,..., L}, (102)
VErrs, lorl3(or, Xoe)]
> Ry < I(Xues;V | Xe =0, Xnege, T), VT C {Leyr,..., L}, (103)
jeJ
¢ ¢
]EPTX“C |:p57T <D(Z)(ch) - ]D)gf) (ch))}
ke > Bev/2 . Vee{l,...,L}. (104)

VErex, o732 (o7, Xne)

where for any subset of non-covert users J C {L¢y1,...,L}:

Xy ={Xs: L€ T} (105)



Proof: A straightforward extension of the proof of Theorem 2 and omitted. [ ]

Lemma 2. The set of (L + L.)-dimensional vectors (r1,...,rp.,Rr.41,...,Rr,k1,...,kr.) satisfying Inequalities (102) —
(104) for some choice of pmfs Prx, ., tuples {pi}icT, and numbers B1,..., L. € [0,1] is a convex set.
Proof: Similar to the proof of Lemma 2 in Appendix E and omitted. [ ]

B. Arbitrary Input Alphabets at the Covert Users

We extend the result in the previous subsection to arbitrary input alphabets X, at the covert user £ € {1,..., L.}. The only
restriction is that each &) contains the 0 symbol, which we still consider to be the “off-symbol” sent under H = 0.

To state our main result for arbitrary covert input alphabets, we extend Definition (101) as follows. Given a tuple p =
(p1,---,pL.), a set of pmfs {W(-)}f;l over X;\{0}, and a tuple @, define:

2
L
(ZZ:I ”zﬁl ZMEXZ ¢€(I€)FZ|XCX"C(Z ‘ Ly - eév’”ne) - FZ|XCXHC(Z | O;mnc))

I'z1x.x,.(2 | 0, Znc)

XZ(pa {e}, ne) = Z

ZEZ

(106)

In a similar way, we extend the definitions of (99) and (100), which now depend on the non-zero symbol x, € X, used by
the covert user ¢. For given =, € X;\{0} and x,, define:

¢
DY (e, @ne) = D (Ty [ x.x,. (- | 2 - €0, @ac) [Ty x5, (- | 0,2nc)) (107)
DY (e, @ne) = D (Tzix.x,. (- | 22 - €0,800) [Tz x5, (- | 0, ) - (108)
Theorem 4 (Arbitrary Covert Input Alphabets). A message and secret-key rate tuple (r1,...,r.,Rp.+1,...,Rr, k1,...,kL,)
is achievable if, and only if, there exists a tuple of random variables (T, Xyc) over T X Xp, 11 X - - - X Xy, distributed according
to a joint pmf Prx,., nonnegative tuples {p; = (p1.4,-..,pr.t) heT and numbers B1,...,Br. € [0,1], and sets of marginal

pmfs {1 £ {14,..., V1.t e over Xi\0, ..., X \{0} so that the following inequalities hold:

Ebrsy P61 Cayen, Vo (@e) - DY (@e, Xoo)|

e < BeV2 . Yee{l,..., L}, (109)
VEre, oz 332 (pr, ¥r, Xoo)
ZRjS[(XHCJ7Y|XC:07XHC,j°7T)7 ng{Lc+1,,L}, (110)
jeT
4 4
Ep;x,. [PE,T Y wex, Yer(Te) - (D(Z)(xe, Xpe) — D (4, ch))]
ke > BevV/2 vee{l,...,L}. (111

\/EPTch [ ‘pTH%’XQ(PT, ¢Ta ch)]

Proof: Achievability can be proved by analyzing an extension of the coding schemes proposed in Sections III-B and III-C,

where in the code construction the entries of the codewords at a covert User £ =1, ..., L are drawn conditionally i.i.d. given
the t" sequence according to the conditional pmf
Px, o (@elt) = Yoi(ae) - pos - am, a0 € X\{0} (112)
and
Px, 7 (0[t) =1 —pes - an. (113)

The converse proof is obtained by generalizing the converse in Appendix D to non-binary input alphabets at the covert users,
similarly to [21, Appendix G].
Details of both proofs are omitted. [ ]

C. Interference channels

In this section, we consider the two-receiver discrete memoryless interference channel (DMIC) in Figure 11. We have two
covert users, each sending a message to their respective legitimate receiver and a non-covert user sending a common message
to both legitimate receivers. The transition law of the DMIC is denoted I'y,y, z|x, x, x5-

Encodings are as defined in Section II for the multi-access channel. Decoding now takes place at two different legitimate
receivers ¢ € {1,2}, which both know the hypothesis H.

Under H = 0 each of the two legitimate receivers ¢ decodes the common message W3 by producing the guess

- n n
W9 = g v (114)
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Fig. 11: Interference channel with two covert users and a non-covert user sending a common message to both legitimate
receivers.

using a decoding function g(()?z)(-).
Under H = 1, it uses a decoding function gén): V" x K¢ = My x M3 to produce the pair of guesses
(We, W5") = g™ (Y7, S0). (115)

Achievability is defined analogously to the DMMAC, see Definition 1, but where the definitions of the probabilities of error
(20) and (21) need to be replaced by

Poo 2 Pr (Wi o Wy or Wi 2 W3’7-{, =0), (116)
Pe,l £ Pr (Wél) 7& Wg or Wém 7’5 W3 or /WQ 75 W2 or Wl 7é Wl‘fH = 1) . (117)

Let 7 = {1,...,7}. We have the following theorem for the DMIC.

Theorem 5. A message and secret-key rates tuple (r1,72, R3, k1,ks2) is achievable over the DMIC Ty, y, ZIX:1 X2 X, U and
only if, there exists a pair of random variables (T, X3) over T x X5 distributed according to a pmf Prx, over T and X,
nonnegative tuples {(p1t, p2.t) }re7, and 1, B2 € [0, 1], so that for all ¢ € {1,2}, the following three inequalities hold:

V4
Epyy, [PZ,TD%) (X3)}

re < Bev2 (118)

\/]EPTX3 [(Pl,T + p21) X2 (pr1, P21, Xs)}
R3 S min (H(X3,Y1 | X1 = O,XQ = O,T),]I(X3,Y2 ‘ X1 = O,XQ = O,T)) 5 (119)

ke > B@\/i Eprx, [pZ’T OD(ZE) (X3) - Dgé) (X?’))]

(120)

Epry, [(PLT + p2.1)° X2(pr,1, P2, Xs)}

Notice that here in Theorem 5, we have a different output signal Y, for each legitimate receiver ¢ € {1,2}.
Proof: Analogous to the DMMAC proof, but with the following modifications for the achievability and converse proofs.
1) Achievability: In the decoding, (40) needs to be replaced by the following two conditions (one for each legitimate
receiver)
(t" a5 (ws), y7) € T, (Prxay: ), (121
(tnaxg(wfi)vy;) € ZZ(PTX.zYz)v (122)

and (42) and (43) need to be replaced by

(@} (w1, S1), 0", 25 (WiV), yp) € A, (123)
and .
(07, (wa, S2), 2 (W), ys) € AL (124)

Accordingly, in the analysis, the DMMAC output Y also need to be replaced by either of the two DMIC outputs Y; or Y.



2) Converse: Replace the DMMAC output Y by the two DMIC outputs Y, when deriving the bounds on 7, and on k,, and
perform the steps to bound R3 twice: once using output Y; instead of Y and once using output Y. [ ]

Notice that now the rate of the non-covert message is the minimum rate at which the legitimate receivers can decode the
non-covert message. This is because (121) requires condition

Rz <I(X3;Y1 | X1 =0,X2=0,T) (125)
for reliable decoding, whereas (122) requires

R3 S ]I(Xg,,}/g ‘ Xl == O,XQ == O,T) (126)

V. CONCLUSION

This paper characterizes the fundamental limits of a multi-access communication setup with covert users (sharing common
secret-keys of fixed rates with the legitimate receiver) and non-covert users, all communicating with the same legitimate receiver
in presence of a warden. Our findings illustrate an intricate interplay among three pivotal quantities: the covert users’ rates,
the non-covert users’ rate and the secret-key rates. Similarly to multi-access scenarios without covert constraints, our results
emphasize the necessity of a multiplexing (coded time-sharing) strategy in the code constructions, so as to exhaust the entire
tradeoff of achievable covert and non-covert rates. This holds even with only a single non-covert user. Our results also prove
that the presence of the non-covert users can increase the covert-capacity under a stringent secret-key rate constraint.

The scenario considered in this work contains as interesting special cases covert communication over a single-user DMC
or over a DMMAC (without non-covert users). Our results also imply new findings for these previously studied special cases.
In fact, with our new results, we can characterize the minimum secret-key rates that are required to achieve any set over
covert data-rates, while previous works only characterized the secret-key rates required to transmit at largest covert rates. With
our new results we can thus determine the set of covert rates that are achievable over a DMC or a DMMAC under a given
stringent secret-key budget, which was not possible with the previous findings. Notice that while for the single-user DMC our
findings apply both to setups with and without local randomness at the transmitter, for the DMMAC our scheme requires local
randomness at least at some of the transmitters when we do not communicate at largest possible covert data-rates.

We further showed that our findings on the mixed covet and non-covert DMMAC naturally also extend to related setups
including the interference channels or channels with a friendly jammer. Further interesting research directions include studies
of fading channels, or non-synchronized transmissions.

APPENDIX A
PROOF OF THEOREM 1

A. Analysis of the Decoding Error Probability of the Scheme in Section IlI-B

In this section, we analyze the expected error probabilities E¢[P. o] and E¢[P. 1], where expectations are with respect to
the random codebooks.

1) Analysis of Ec[P.]: By standard arguments and because for all ¢ € 7, Px, (0| t) and Px, (0 | t) tend to 1 as
n — oo

lim Ec[P,o] =0 (127)
n—oQ
whenever 1
2) Analysis of E¢[P.1]: Define the probabilities

Poyy 2 Pr (ﬁ/\l £ W, "H - 1) , (129)
Poyo 2 Pr (WQ £ W,y "H _ 1) , (130)
Pos 2 Pr(Ws # Wy |1 =1, W0 = Wi, Wo = W2), (131)

and notice that by the union bound we have
Pe,l S Pe,l,l + Pe,1,2 + Pe,173' (132)

In the following, we analyze each of the three summands separately.
Analyzing Ec[Pe 1 1]:
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By the symmetry of the code construction and the uniformity of the messages and the key, we can assume that W; = 1,
S1 =1 and W3 = w3. Then, we have:

M1
Ee[Pra) < PH{(XT(1,1),0%, X (ws), Y™) ¢ A2 ]+ S Prl(X7(wn,1),0%, X2 (ws), Y") € AZ]  (133)

w1:2

We first analyze a specific term in the summation of (133). For any wy € [|2, M1|] we have:

Pr[(X{L(wla 1)70n, Xg(wif)vyn) € Agl] (134)
- E L(XT(wr, 1),07, X2 (ws),Y™) € A 135
o Eo IO 010,07 X500, 1) € 45, 139)
(a) ren (Y™ X7 (wy,1),0m, X3 (ws3))
<em E LSRR ! a— 1{ (X7 (wn,1),0%, X2 (ws), V™) € A2 }| (136)
X7 (w1,1), X8 (ws), Y™ FY|X1X2X3(Yn|On70n’X3 (ws3)) ~
(? o E F%\nXleXg (Yn‘X{L(wla 1)’0n7X:731(w3)) (137)
X (w1, X5 (wa) Y | TP, 5, (Y707, 07, X5 (w3))
_ ﬁ [FY|X1X2X3(YZ'|X1,1'('LU171)70aX3,i(w3))} (138)
i Xaa(wi), Xs i(w3),Ys Ly x, x.x5 (Yil0, 0, X3 i (w3))
nw(t)
— e ] E [Fyxlxzxs(YthO,Xs)} (139)
teT Pxgayir=tPx, , |1=t FY\XlXQXg(Y|Oa07X3)
n(t)
(t)
© —m E Ly x,x, (Y10, X3) (140)
o7 \ PxgviT— Iy ix,x,x,(Y0,0, X3)

Here, (a) holds by the definition of the set A7 in (41); (b) by replacing the indicator function by the all-one function and (c)
upon defining

Fﬁ{xm( |2, 23) & Z Px, (@1 [ Oy x, x,x5 (Y21, 22, 73). (141)
z1€{0,1}
For any ¢t € 7 we have:
(t)
Iy ix, x, (Y10, X3) Py ix, x.x,(Y1,0, X3)

EPX3Y|T:t =1—=prian +p1an - prsle:t (142)

Ly x,x,x;(Y]0,0, X3) Ly x, x5 x5 (Y]0,0, X3)
Under our assumption (27a) that for any z3 we have Ty |x,=1,X.=0,X3=25 < I'y|x1=0,X,=0,X3=05» W€ can conclude that
'y |x; X2x5 (¥[1,0,23)
Iy |x; x5x5(¥[0,0,23)

is uniformly upper-bounded for all realizations of y and x3, i.e.,

Ly x, x5 x5 ([1,0, 23)
Ly x, x.x,([0,0,23) —

Ay, (143)

for some finite Ay > 0. We continue with this upper bound to deduce

E Ly x, x,x5 (Y1, 0, X3)
Pxgvim= Iy ix, x,x,(Y0,0, X3)

Ty ix, x, x5 (%1, 0, X3)?
Ly x, x,x5 (9]0,0, X3)

=Epy,r l(l = p1ean)(1 = p2ian) ZFY\X1X2X3 (yI1,0, X3) + p1,ran (1 — p2 o) Z
Y Yy

Ly x, x5 x5 (y[1,0, X3)

1-— n n
+(1 = p1ran)p2 ZFY|X1X2X3(y|0,0,X3)

’ 1—‘Y|X1X2X3 (y|07 1, X3)

Ly x, xox5 (y[1,0, X3)
-T 1,1, X 144
+p1,tP2, tOé g FY|X1X2X3(y|0 0, X3) Y|X1X2X3(y| 1, X3) (144)
<Epy, . [(1 - pz,tan)(l = praom) + ((pre + p2,i)an — prepeics) Ay (145)

= (1= paan)(1 = prean) + ((pre + p2i)on + prapaias) Ay (146)
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which with (142) yields:

T, x, (Y10, X3)
Y|X2Xs ) 2 3
E <1- 1-A . 147
Pxayir=t FY|X1X2X3 (Y|0, 0, Xj) = pl,t(plyt + pQ,t)an( Y) + O(an) ( )
Combining (140) with (147), we obtain:
M;
E I {(X{(w,1),0", X5 (ws),y™) € Ay,

3t By D07 XS ) ") € AL )

<M [T (1= prelpre + p2e)ai(l— Ay) + 0(a3))"™" (148)
teT

— Mye Met Zeet 7 () log(1—p1,:(p1,0+p2,0)as (1—Ay)+0(al)) (149)
< Mye e Zier T(B)(pre(pretpze)al 1-Ay)+0(ai)) (150)
< Mle_me_”i Sier (Pr(t)+un)(p1,e(p1,64+p2,6) (1=Ay ) +0(an)] (151)

Notice that the term in the last exponent tends to 0 as n — oo because w, — 0 and the sum over ¢ is bounded. We conclude
that the term in (151), and thus the sum in (133), tend to 0 as n — oo, if

lim (logM; — 1) = —o0. (152)

n—oo

We next bound the first summand on the right-hand side of (133). To this end, start by noticing the following:
ree Y™ X7(1,1),0m, X (w " r Y| X14,0, X34
log Y\Xé)fl(zxg,( ‘ 1 ( ) 3( 3)) <m Zlog ( Y|X1X2X3( il 1,4, Y 371)> <m (153)
F (Y'IL|07L,O?’L,X§1(U)3)) i=1 FY|X1X2X3(}/;|070;X3,1;)

Y|X1X2 X3
where X ;, X3, and Y; denote the i-th entries of X7'(1,1), X7 (ws), and Y™, and probabilities are with respect to the
randomness in the code construction and the channel. For each ¢ € {1,...,n}, consider the random variable

Pr =Pr

r )/Z X (2 0) X 7
Eiélog< X xx, (Yil X, 3, )>’ (154)
Ly x, x,x, (Y3]0,0, X3.5)
where as above, the tuple (X1, X3,Y;) follows the joint pmf Px, , (71)Px, 7=, (73)Ty|x, x,x, (y|71,0,73). Let
Uy x, x, x5 (Y21, 0, 23)
Ay £ min log ( 172273 (155)
(21,23,) Ty x, x,x5 (9]0,0, 23)

.. . . . . T x1,0,2:
where the minimum is only over triples (x1,23,y) for which the ratio —1*1%2Xs (Wlz1,0,03)
Ty |x; x5x5(¥]0,0,23)

the ratio inside the log from being O and the sets A7, X3,) are all finite, the minimum must exist.) By above definition and
Assumption (27a), we have Pr[|Z;|< ¢] = 1 for ¢ £ max{|log Ay |, |log Ay|}. Moreover, the first and second moments of the
random variable =Z;, for i € {1,...,n}, satisfy

is non-zero. (Since we prevent

— 1 (a)
E[Z,) (@ PR [D<Y1>(X3)] (156)

®)
E[Z?] < pisan - (log Ay)?, (157)

where (a) and (b) hold because when z; = 0 the log term in the definition of Z;, (154), is zero. We can thus apply a large
deviation argument to bound the probability

Pr

1
=Y B < aBrpy {pl,Tﬂmg})(xg)} = a] : (158)

i=1

for any a > 0. Since above probability coincides with the probabilities in (153) for n; = n (an]E‘rr Pxg|r [pl,T]D)g/l )(X 3)} — a),
we obtain by Bernstein’s inequality:

ren Y™ XP(1,1),0", X} na?
Pr IOg Y‘XéfQXS( ‘ 1 ( ’ )’ 0 V3 (’wg)) g m g 267 anExlpy,7](log Ay)2+2/3ac7 (159)
FY|X1X2X3 (Ymjom, 0m, X5 (ws))

for any m; > n (anE,,pXS‘T [pl,TDg/l)(Xg)} — a). Noting that lim, ., 7w(t) — Pr(t), we specialize above bound to the

choice

m = (1—p)na,Ep,, [Pl,T]D)gfl)(XB)} (160)
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for an arbitrary pq € (0,1), in which case a scales as «,, and the exponent scales as —na,, = —wy,+/n and thus tends to —oco
in the limit as n — co. As a consequence, the probability (159), and thus (153), vanish exponentially fast in the blocklength
n as n — oo.

Choosing further

log(M1) = (1 — &) annE .y [pLT]D)g,l)(Xg)] : (161)

for any small number &; > pq by (152), we finally conclude that the entire probability E¢[FP. 11] on the right-hand side of
(133) vanishes exponentially fast in the blocklength.

Analyzing Ec[P.1,2):
By symmetry, the same steps allow one to conclude also that for any small numbers po > 0 and £ > o and under the
choices

T 2 (1= p2)annEryy, [po.rDS (X3)] (162)
log(M2) = (1 — &)annEp,, [Pz,T]Dg) (X3)} : (163)

the probability of decoding error E¢[P, 1,2] of Message W, vanishes exponentially fast in the blocklength n.
Analyzing E¢[P. 1 3]:
As in the analysis of P, o, we deduce that under condition (128):
lim Ec[P.ys] =0 (164)

n—oo

B. Channel Resolvability Analysis

1) Auxiliary Lemma and Definitions: We will need the following lemma, which is an immediate consequence of [17,
Lemma 1].

Lemma 3. For each blocklength n, consider two pmfs Px, , and Px, , over the binary alphabets X, = X = {0,1}
respectively, such that
lim Px, (1)=0, ¢ec{1,2}. (165)

n—00

Let X3, Z, and U z\x,x,x, be as defined earlier. Then, for all sufficiently large values of n, the conditional pmfs

FZ‘X:; (Z | ‘/Eg) S Z PXL,L (‘/El)PXQ,n ($2)FZ‘X1X2X3 (Z|.'L'1,ZC27$3)7 T3 € X37 S Z7 (166)
(Il,IQ)EXl X Xo

satisfy
D(Tz1x, (- | 23) [ T2y, x5 x5 (| 0,0, 23) (167)
2
P 1)+ P 1 Px, (1 Px, (1
— (1 +0(1)) - (Px..,. (1) + Px,., (1)) 2< X1, (1) 7 X2, (1) :c3> (168)
2 Px, (1) + Px,,(1)" Px, (1) + Px, (1)
The following definitions will be useful in our resolvability analysis. For any ¢ € 7T, define the averaged channels
F(thxg(z‘x?») = > Px, (1 | ) Px, (22 | )Tz, x, x5 (271, 22, 23), (169)
(ml,xz)e){l X X
F(Zt|)X2X (z|w2, 23) 2 prl (@ [ O z1x, x, x5 (221, 22, 23), (170)
F(thxlx z|wy, x3) ZPXQ (w2 | )T 21x, x5 x5 (2|21, T2, T3), (171)

and the corresponding product channels

R ACHESY I_IFZ‘X3 zi | @3,), (172)
F%\X2X3(Zn | {L‘g, Hl—‘z‘x X3 Zz | x2,i7$3,i)7 (173)
n ts
FZ\Xng( | xl,x3) HP(Z‘;(IXS(Z% | 21,4, 23,). (174)

i=1
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2) The Proof: Recall that the warden’s output distribution under 7 = 1 for a given codebook C and message wz € Ms:

My Ky M, Ky
Qe s (") = MV, KiKs Z Z Z ZF%X1X2X3(Z |27 (w1, 81), 5 (w1, $2), x5 (w3)). (175)

’LU1:1 81:1 ’LU2:1 82:1

In this section, we show the limit
Ee D (Q.,

where expectation is with respect to the random code construction. Fix a message ws € W3 and a codeword =% (w3). We start
by expanding the divergence of interest as follows:

D (Q2 |5, 0, (107, 0" 28 (w3))) = D (@2,

F?&lxm(.m”,on,xg(wg)))} 50 Vwy € Ms, (176)

LS, (107,07, 5 (ws)) (a77)

Z|X1X2 X3
~ - A (z™ | 2% (ws))
37 (@, (") — T, (7 | 28 (w3))) Tog | = n .
Zn e Z‘XS ’ F§|X1X2X3(.|On’On’x3(w3))
(178)

%x,) +D (T,

Defining Vg as the minimum probability in the support of I'z|x, x, x,(2]0,0, x3(w3)):

Vo = min Fz‘X1X2X3(Z|O7O,.’L‘3(’LU3)), (179)

z,23€supp(T 7| x1 x5 x5 (2]0,0,23(w3)))

by Pinsker’s inequality?, we can conclude the following:

’D (Qg»w3 F?&leXs(.mn’On’ CC?(’LUg))) -D (~TZL\X3 F?gﬁXsz('mn?On’ SU?(U)g)))‘ (180)
An n 1 1 An S
<D (Qc’ws FZ|X3) +nlog <Vo> \/2]])) (QC‘% FZ‘XB). (181)
We shall separately analyze the divergences D(f"zllxs(- | Ig(w3))||r(§|@(lx2x3("0", 0", 2% (ws))) and D (@TCL,’W3 f%IXs)’ or

more precisely, their expectations over the choices of the codebooks.
Analysis of the expected divergence D (Q’&w3 Hf‘%l X (-] a:g)) : Let Z™ be the output sequence observed at the warden under

‘H = 1 and W3 the message of the non-covert user. Given that W3 = w3 and for given codebooks C, we then have Z™ ~ @ELMB.
Consider the average (over the codebooks) expected divergence

B B (Qu [Fix. (| X5 w)]

r . @\g W (Zn)
_ E Cows(27)10g | = " h
;Qc, (") Og<rn (z”|X§L(“’3))>] -

X () X (2,201, X5 (ws) | B ixs

(@)

= E
{ X7 (w1,81) }{ X (w2,82)}, X7 (w3) L

E | log Z(w;7wf2,sfl,sé) F%n)(leX3 (27| XT (wy, 81), X3 (w), s5), X5 (w3))
zn M;M2K; Ko -f%‘XS(Z” | X7 (w3))
(183)
(2) E o o Z(w'pwlzysll-,s/g)F?ﬁ%Xng(anX{L(w/lvsa)aXél(w/%S/z)an(wi%)) (184)
@‘83 {{))((I’:((wl’Sl))]}\\))((g((lf?)’ M1 MzK:K; 'f%\xg(Z" | X3 (ws3))
ST
) log Z E [F§&1X2X3(Zn|X?(wivS/l)vXél(wéﬂs/Z)an(wfi))] (185)
(a0 (3 (S0 MIMaK1K, - D, (27 ] X3 (13))
(o) | MKy — 1)(MaK; — 1 FgrleQXg(Z"‘X{L(lv 1), X3 (1,1), X3 (ws))
= E |log + ‘
L M1M2K; K> M1 M;yK; Ko f‘%‘x3(Zn | X;)L(u}3))

2For any two distributions P and Q on the same alphabet X we have V(P,Q) < D(};’Q).
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>

(wh,sp)7(1,1) 12 (W2rs2)

LD DS

CAAEIRIEE

log <(M1K1 —1)(MaK; — 1) F§&1X2X3 (Zn‘X{L(lv 1), X3 (1,1), Xg(wd))

Lo (Z"|X{L(171),X§L(w’278’2)7X§L(wa))]

Z|X1 X2 X3
MiMoK1 Ky - T7% o (27 | X3 (w3))

Z| X3

Z|X1X2X3
MiMaKiKo - T o (27 | X (ws)

(186)

I (Z”IX?(?ULS&)»XS(L1)7X§’(w3))]
)

@) g

M1 M2K; K, M1 M, KK, FTZL‘XS(Zn | Xél(wg))

(M2K, — 1)f%|X1X3(Zn|X?(17 1), X5 (w3)) N (M1K; — 1)f7§\xzx3(zn|X§L(1» 1), X5 (ws)) (187)
MiMaK1 Ko - T (27 | X3 (ws3)) MiMoK; Kz - Tz x, (27 | X3 (ws))

MiM2K1 Ky - T (27 | X5 (ws3))

FTZL|X1X3(Zn‘X{L(1v1)aX§L(w3)) f’ZL‘szs(ZﬂXg(l,1),X§1(w3))
MiKy - Iy, (27 | X5 (w3)) MaKz - T%, . (27 | X3 (ws3)) ’

<E

ren Z™X7(1,1), X2(1,1), X2 (ws
10g<1+ 2% xax, (27 IXT(1,1), X3(1,1), X5 (ws))

(188)

71X

where in before equation (c¢) the warden’s output sequence Z™ is generated from X7'(Wi,S1), X5 (W2, S2), and X3 (ws)

according to the memoryless channel law I‘?[‘Xl X,x,> and starting with (c) it is generated according to the same channel law

but based on the random codewords X7'(1,1), X7 (1,1), and X% (ws).

Above sequence of (in)equalities are justified as follows:

(a) holds by rewriting the summation as an expectation over Z";

(b) holds by applying Jensen’s inequality over all expectations except the expectations over X1" (W1, S1), X5 (Wa, S2), X¥(ws), Z™
and by assuming that W, = W5 = S; = S5 = 1 and thus Z" is generated from X7'(1, 1), X7(1,1), and XT (w3) according

to I‘%’;(l X,X,- This assumption is without loss of optimality by the symmetry of the code construction;
(¢),(d) hold by the linearity of expectation and because for (w],s}) # (1,1) and (w}, sh) # 1
CE T (ZPIXT (] s)), X5 (wh, sh), X5 (ws))| = Ty, (27| Xf(ws)  (189)
X1 (wy,81),X5 (wh,s5)
and
i TSy (27T (], 80), X5 (1,1), X5 (w3)| = T, (27| X5 (1,1), Xf (ws)  (190)
1 (Wy,87
E | [T5 s, (271X (1), X5 (), 85), X3 (ws))] = T 5, x, (27| XP(L1), XJ (wg). (191)

X3 (w,s5)

Define for any triple 8 = (g, 01, 02) the set

ren (z" | 2%, 2%, 2%)
Z|1X1X2X 1s%#25%3
szé{<x’f,x3,xg,z">eXfo;xX;xznzlog< et < fo,

F%T;(lxzxs (Zn | On’0n7x§z)
log % 1x, x, (2" | 27, 2%) <y
n n n (n "N = Y1,
F§|X1X2X3(Z |0 70 ?xSL)
f’ﬂ P mn’xn
log ®nZ‘X2X3( |25, ) — | <y, (192)
I‘Z|X1X2X3 (Zn | On’on’xS)

and denote by A and B the events {(X7'(1,1), X3 (1,1), X% (w3), Z") € By} and {(X7"(1,1), X2(1,1), X5 (w3), Z") ¢ By}
respectively. Using the total law of expectation we rewrite (188) as:

D Q2 |1, (- | X5 (w5))]
X7 (w181} wd o) XS (W585) () o1y X5 (w3) { e Xs

log ( - PO o, (ZPIXP(L1), X5 (1,1), X3 (wa)) Ty x, (27| X7, X5)

<E

M1 MoK K5 - F%|X3(Zn | Xff(wg)) M1Kj - F%ng(Zn | ng(wg))

I Zn | X5, X7
Z‘X3X3( | X5, X5) (XT(1,1), X2(1,1), XD (ws), Z") € BY
M2Ko -F%‘XS(Z” | X??(w?)))

- Pr[A]
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+E

o (14 L XaXs (Z”|X"(1 1), X3(1,1), X3 (w3)) I x, (2" | X7, X3)
MiMoK Ky - T o (27 | X5 (w3)) MiKy - Iy (27 | X35 (w3)

F” 2| XP X
Zrxax, (" | X3 X5) ) (XT(1,1), X2(1,1), X2 (ws), Z") ¢ BY| -Pr[B].  (193)
M2Ky - T Z|X ( A | Xi?(wi’)))
To bound the first summand, we observe:
£llog (14 F?(EQXQXS(Z”IX?O 1), X3 (1,1), X5 (ws)) I xox, (27 | XT, X3
M M2K1K2 Z\X (Zn ‘ ng(wg)) M1K1 . Z|X3(Zn ‘ Xgl(w?,))
FTL Z'VL X ,Xn
b, (7" | X5 ,f’) ) (XP(1,1), X3(1,1), X5 (w), Z") € By | - Pr[A]
M2K> Fz‘xg(Zn | XS (w3))
(E)E log 1+ Gorgﬁxlxzxg(znmnaOn»X:?(w?))) 9Fgﬁlxzxg(znmnvOn,Xg(w?)))
- M1M2K1K2 Z|X ( AL | X?:L(U.Jg)) MlKl . Zng(Zn | X§L(w3))
T (Z™|0m, 0™, X3 (ws))
21 X1 X5 X 2 ) (XT(1,1), X3(1,1), X2 (ws), Z") € BL| - Pr[A]  (194)
MoK - Iy o (27| X5 (w3))
< efo sz}lxﬂg(z”m",o”,X:?(wg)) eh Fz(;(l)(QX (Z"om, 0", Xz (ws))
— MiM2K;K; F%\xd( VAL ‘ X;?(UJB)) M1 Ky Z\Xg( zZm | X:?(w?)))
02 ren Z™0™, 0™, X3 (w
i e [ Z|X1X2X3( | 3( 3))‘| (195)
e B2 0 (27 | X5 (wy))
@ n\T® n|iOn AN LN
= W ZZ o (@8 5 v, x, (27107, 07, 25)
IB z
691 Qn n RN n n nn n
R Z PR (@5 | TS, xax, (2710707, 2)
692 n n n 7l
+M2K2 ZZPE? |T 3?3 ‘tn)F%XleXB( ”|0” 0%, ) (196)
c 90 01 02
@__¢ & 4¢ (197)

MiM2KiKy MK MoKy’

where (a) holds by the definition of the set By in (192); (b) holds because (X% (ws),Z") ~ FZ‘X PX"|T; and (c) holds
because for all £ € 7 the term Py, p(z3 | t)I'zx, x,x,(2 | 0,0, 23) denotes a valid probability distribution over X3 x Z and
hence sums to 1.

To bound the second summand in (193), remark that by the definition of F 71Xs in (172), for any pair (2%, 2"):

=

) Px, (@1 [ 1) Px, , (2,
1(z1,i,@2,i) EX1 X X2

[ x, (2" | 23) = t)T 215, x5 x5 (2]@1,05 T2,6, T3,1) (198)

.
Il

|

ﬁ
Il
—

{Pl,tim,tiairzmlxz& (zil1, 1, 235) + p1,e,0n(1 = pai,0n)l 71 x, x, x5 (2] 1,0, 23.5)

+(1 = pre,an)p2,t,0nl 7 x, x5 x5 (210, 1, 235)

(1 = p1t,an) (1 = p2,t,0n)T 21x, x5 x5 (2i]0,0, 23.) (199)

> TJ0 = preon)(1 = pat,on)Tzx, x,x, (20,0, 23 5) (200)
=1

> [[( = prs.an)(1 = pa,an)Vo. (201)

N
Il
—

We can thus conclude that for any (27, 25, 2%, 2")€ AT x X x X' x Z" the following bound holds:

log | 1+ ol (2 ”\x’f,xgl,xg) f}\XlXa( 2"fat, 2y) 1;Tzllxzxd( 2"y, xf)
MiMoKiKy - Ty (27 [ag) - MiKy T (27 [ag) - MaKa - T ¢ (27 [ 23)
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®n N\ 1 an mn N\ M
1 = 215 X, (12T 25, 28) T v, (272, 2)
=log| =———~ | +log | I 2" | x8) + +
’ (F%X3(Zn | x?)) ¢ < 27 ) M1 MK K> MKy
f‘n Z’fL :'L.TL7.,1,::V7/
Z|X2X3( 2 3)) 202)
MsK,
Y ( 1 > + log(4) (203)
0 = 0
= [Tim: (1 = pre,an)(1 = pai,an)Vo &
1
= lo + log(4 (204)
2 s (Tt e, s
n 1
< log ( ) +n t) log(4 (205)
ZZ:; (1= pr,00)(1 = pag,0n)V ;_
4
_ nm(t)log < > . (206)
teZT 1= pran) (1 — p2,ean) Vo
Therefore,
log <1+ F?VXIXQXS(Z”IX”G 1), X3(1,1), X3 (ws)) T x5, (Z7X7(1,1), X5 (w3))
MiMoK:1Ks - T Z|X ( VAL | Xg(’wg)) M1 K1 Fg‘xs(Z” ‘ Xgl(wg))
%, x, (Z271X3 (1, 1), X3 (w3)) n n n n n
| X2 an — (X7(1,1), X3(1,1), X3 (ws), Z™) ¢ By
M2Ka - Z\Xg(Z | X3 (ws))
4
< nm(t)lo . (207)
Z & ( 1- pl,tan)(l - pQ,tan)vO)

teT
We proceed to analyze the probability of the event B, which by the union bound can be upper bounded as follows:

ren Zn | X7(1,1), X2(1,1), X2 (ws I Z7 | X7(1,1), X2 (w
Pr[B] <Pr 1og Z|X1X2g2( ‘ 1( ) Z(n ) 3( )) > 0,| + Pr log Z@L):XB( | ( ) 713( 3)) > 0,

TS o, (27107, 07, X5 () T vons (27107, 07, X (1))
I ™| X3 (1,1), X3

+Pr log< ng’“( | ( n) n( ))> >a] (208)
Lo1%, x0x, (27107, 07, X5 (ws))

(ts)
il r Zil X1, X0, X34 i r Zi| X1, X3,
=Pr Zlog( 21, X2 X3 (Zil X1 Xo, 3)) >6y| +Pr Zlog ZleX"( X 34) >0,
. T z1x, x,x5(Zi]0,0, X3,4) P L 71x,x2x5(Zi]0,0, X3.5)

n T (Zi] X, Xs
+Pr | log 2 Al X Xs)
=1

>0 (209)
I z1x, x5 x5 (Z:]0,0, X3.4) ?

To show that the quantity in (209) vanishes we will make use of Bernstein’s inequality. First we notice the expectations

- PZ\XleXs(Zi|X1,i,Xz,i,X3,i)
ZE log
i=1 FZIXleXg(Zi | OaOaX?),i)

Lz1x, x.x5 (2 | X1, X2, X3)
= E HE (1 : T =t 210
() {Og ( Lzix,x,x5(Z ] 0,0, X3) (219)

teT
a3 w(0)Eey, . [m,mz,taim(;’”(&) T prsan(l = pasan)DP (Xs) + (1= prcm)pacnDP (X)| T = t] @i
teT
=n) w(OEry, ., [m 10nDP (X3) + po,0DP (X3)| T = t] +n0(a2) (212)
teT
= nnBrpy,p [p17DY (Xs) + p2xDF (X3)] +n0(a2), (213)

where the first expectation is taken with respect to the law Px, 17—t Px, ,|7=tPx; 7=t z|x, x,x;- Also, Equality (a) holds
because when (z1,z2) = (0,0), the log term is zero.
In a similar way, we have:

- Tz1x, x5 (Zil X105 X3.4)
ZE log
i=1 FZ\XngXS (Zl ‘ 0,0,Xgﬂ')
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[ Y ow Pxoir (@2 | )21 x, x, x5, (Z | X1, 22, X3)
:ng T(t)E |lo ( L2 >‘T:t} (214)
(E |8 T2xaxaxa(Z 10,0, X3)

i T 71 X1,1, X3) + (1 = payan)T 7| X1,0, X
=Y (1) E [log <P2,toé 21X, %:X5(Z | Xa 3) + (1= p2.0n)Tz1x, x,x,(Z | X1 3)) ‘T _ t}
I'z1x,x,x5(Z 10,0, X3)

_ nzﬂ-(t)E -log (FZX1X2X3(Z | X1707X3) ) <1 +p2 oy (FZ|X1X2X3(Z | X17 ]-7X3) . 1))) ‘T _ :| (216)
I I'z1x,x:x5(Z2 10,0, X3) AT Z1x0 X0 x5 (Z | X1,0, X3)
T - t]

T 7| X1,0,X
:nzﬂ'(t)E lo Z|X1X2X3( | 1 3)
r (Z] X1,1, X
—H”LZW(t)IE{log <1+p2,tan( 2112 (Z | X1 ‘5)—1>>‘T:t} 217)

(215)

I'z1x,x:x5(Z 10,0, X3)
Lz1x,x,x:(Z | X1,0, X3)

teT
where the expectations are with respect to the law le,n|T:tPX3|T:tF(Zt‘)X1 X5 For the first summand, we have:
r Z | X1,0,X
nZﬂ'(t)E {log 21X, %:x5 (2 | X3 3) e t}
byl L' z1x,x:.x5(Z 10,0, X3)
Lz1x,x.x5(Z 1,0, X3) 9
=n T(t)p1,40n (1 — pa o, E [log( : T=t|+0(;,) (218)
;— ( ) b ( 2 ) X3|T=tFZ\X1:1,X2:O,X3 FZ\X1X2X3 (Z | OvonS) ( )
= annEapy,, 10Dy (X5)] +0(a2), (219)

(®)

Z1X1 X5" For the second

because the logarithmic term vanishes when z; = 0 and by using the definition of the distribution I"

summand, we use the upper bound log(1 + z) <z — ‘”—; to obtain:

Lzix,x.x,(Z | X1,1, X3)
t) E : log ( 1 . 12233 -1 T=t
nzﬂ-( ) PX1,71|T:¢PX3IT:1F(2|>X1X3 |:Og ( + p27t04 (FZX1X2X3 (Z ‘ Xl,O,Xg)

Uzix,x,x5(Z | X1,1, X3)
< t E 12228 — 1T =t| +0(a? 220
<03 w(t)pasa [FZX1X2X3(Z S +0(2) (220)

Lz1x,x,x:(Z | X1,1, X3)
= nzTr(t)p2’tanEPX1,n|T:fPX3’tFZ‘X1,XQ:O,Xs [I‘ZleX:{S 21X 0.5
1 2 3 ) b

—1’T:t] +0(a?) (221)

teT

= W ()p200nE e, | ey P,y D 71%00x0 (2 | X1, 1, Xg) = 1\ T=t]+002) (2
teT

= +0(a?), (223)

where the last equation holds because the expectation Er,  _ . [I'z1x,x,x,(Z | 1,1, X5)] = 1 for any value of z;.
Combining (217), (219), and (223), we obtain:

- r o (Zil X1, X30) ]
Z]E log ( Z|X1X3( | 1, 3, ) > S annEwas‘T [plTD(Zl)(XB)} + O(ai% (224)
i=1 J

I'z1x,x.x5(Zi 10,0, X3;)

Likewise,

[ Lz1x,x, (Zil X246, X34) )] ) 9
E log( 2 0 23, < apnk, [ +DP (x }+0 a2). (225)
; L FZ|X1X2X3(Zi | 0705X3,i) | Pxair [P2T702 ( 3) ( )

Then, notice that the variances satisfy:

T Z | X1, X9, X a
E{log2( 21X, %% (2 | X1, X 3))} @ Oa). (226)
Lzix,x.x5(Z 10,0, X3)
and,
Lzix,x,(Z | X1, X3) ®)
E 10g2< 15 <O(ay), (227)
[ FZ|X1X2X3(Z | 0’07X3) ( )
and

Lzix,x,(Z | X2, X3) ()
E |lo 2( 228 <O(ay), (228)
[ . I‘lZ|X1X2X3(Z | 0707X3) ( )
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where similarly to (157), (a) follows because when (x1, z3) = (0,0), the log term is zero, whereas (b) and (c) follows by first
splitting the log term and using the Taylor expansion and then using the same argument as for (a). Since lim,,_, o 7(t) = Pr(t)
and lim,,_,, a2 = 0, Bernstein’s inequality allows us to conclude that with the choices

0o = (1+ §a)annEp, [pl.TD(l)(X:s) + pz,TD(ZQ) (X3)|, (229a)
01 2 (1+&)annEp,., [m DYy )(Xg)} , (229b)
02 2 (1+ &6)annEpyy, [pZ,TD(Z)(XS)} , (229¢)

for any &4 > 0, &5 > 0, & > O there exists a constant B; > 0, By > 0 and Bs > 0 so that for sufficiently large blocklengths
n:

Pr[B] < e”Binan 4 gmBanan 4 o= Banan (230a)
Plugging (230) into (209) and further combining it with (193), (197), and (207), we finally obtain

I, (| X5 (w3))) ]

(,\
{XPw],s))} {XDwh,sh)} X"(wf)[ Cwa
1 Y1551 wi sh) 2 W2s52)Fwh,s5) 3 3

efo e ef? 4
< MK K + MK, + e +nEp [log <(1 — pz,Tan)Voﬂ < (emBrnen  gmBanan o= Bsnan)
(231)
We notice that the second summand tends to 0 because ne™"“ decays for any positive a > 0. If moreover,
lim sup;, o0 <log (M1MyK;K3) — (1 4+ §4)annEpTX3 [pLT]D)(Zl)(Xg) + pgyT]D)(ZQ) (Xg)]) = —00, (232a)
limsupy e (log (MiKy) = (1+ &) annBpyy, [p17D) (Xs)] ) = —oo, (232b)
i SUPy— oo (1og (MoKa) — (14 &6)annEpy {plT]D(ZQ) (XS)D = o0, (232¢)

then also the first summand of (231) tends to O exponentially fast.
Notice that for small values &4, &5, & and large blocklengths n Constraint (232a) is redundant in view of the per-user secret-
key constraints (232b) and (232c).

Analysis of divergence ]D)(F}'Xs( | % (wg))||I‘§’|"X1X2XS( 0™, 0™, 2% (ws))):

Recall that F”‘ 7|x, and re Z‘ %, Xax, (1107, 0", 2% (w3)) are both product distributions and thus

DI, (- | 25 (ws))IITF', x, x, (10,0, 25 (w3)))

=> > F(Zt\x z | 23)||IT 215, x, x5 (110, 0, 23,3 (w3))) (233)
teT 1e{1,...,t}:
ti=t
= > > D(F(Zt‘)x (2 | 23)IT 21, x5 x5 (110", 0", 23)) (234)

(¢, T:;)GTlG{l_
5,i(t)=x
(a) (pl,tan+p2,tan)2 2
DS ) (14 o(1)- 2 (pras P 3)

2
(:L’g,t)EXg, xXT

b + p2t)? w2
= Z At(z3) (1+0(1)) - (p1. p;’t) X2 (p1.ts P21, T3), (235)
(Ig,t)GXgXT

where in (a) we used the definition

n

Al
)\t(l'g) = H Z 1{w3’j(w3) = 1'37?57; = t} (236)
i=1

and we applied Lemma 3 for each value of ¢ individually, also using the fact
9 9 a b
b . 237
X (a7 ,.133) X <CL b’ a b7x3>7 ( )

and in (b) we used the definition of «,.
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Since both P, o and P, ; vanish as n — oo, and by the decoding rule in (40), we can conclude that the sequence of codes
in Theorem 1 satisfies for each (x3,t) € X3 x T

lim |A¢(x3) — Pr(t)Px,r(zs | t)] = 0. (238)

n— oo

Concluding the Divergence Proof: With this observation, combining (246) with (231) and (235), under Condition (231), we
obtain:

2
w
M3 Z Onws = (14 0(1 ))?nEPT [(Pl,T + P2,T)2EPX3‘T [Xz(pl,T;PZTaXLS)]] . (239)

wsz=1

C. Concluding the Achievability Proof:

By standard averaging arguments it can then be shown that there must exist at least one sequence of codebooks {C,,}, for
which the probabilities of error under the two hypotheses tend to 0 as n — oo and with message and secret-key sizes as well
as divergence satisfying

logM; = (1 = &)apnEp,, [,01 DY (X3)| (240)

logMs = (1 = &)annEp. ., |p2, TD( )(Xs) , (241)

log M3 - ( 53)’”' (X37Y|X1 =0 X2 - O7T)a (242)

log (MiK1) = (1+ &)aunEry., |p1.rDY (X)), (243)

log (M2Kz) = (1 + &6)annEp,., [p2aDY (X3)] | (244)

wp 2 2

M3 Z 5“ w3 1+O( ))?n]EPT [(Pl,TJFPQ,T) ]EPXP,\T [X (pl,TaPQ,TvX?))]:I . (245)

wz=1
APPENDIX B

MODIFICATIONS FOR THE GENERALIZED SCHEME

For simplicity of notation we assume that U, L 2(¢) = {1,...,n2} and U, L1(t) = {n2 +1,...,n1}. We denote the first
ngy symbols of the corresponding codewords by z72 (w1, s1), 5% (w2, s2), and 52 (ws) and the following nq — ng symbols of
the corresponding codewords by z77, (w1, s1) and 237, (w3).

It is easy to observe that the divergence term 4, ,,, now only depends on the first n, channel uses, as the terms corresponding
to the last n — ny channel uses are zero. In analogy to (180) we can then obtain the bound (notice the new blocklength n
instead of n):

‘]D) (QC s TS0 \om’onl’mgl(wg))) ) (F’Z“‘Xg TEM o, (107,07 2 (wS)))‘
ny 1 n
<D (Qp! ‘FZX)—i—nllog(vO)\/ (Qea|Tix,): (246)

where x5 (w3) denotes the first n; symbols of codeword x4 (ws) and @Z}w denotes the pmf of the warden’s first ny output
symbols. For the generalized scheme we have:

n A 1 n
QC w3( 1) = M; MK Kq Z Z QC w17w27U73751762(Z 1)’ (247)
(w1,51) (w2,s2)
where for any valid (w1, wa, w3, $1,$2)€ M1 X Ma x M3 x K1 x Ko, we have:
Qc w1 wa ws, 51,59 (z") = F%rﬁleXs( 2"2|2)? (wy, 51), 257 (w2, 52), 23> (w3))

TG et o, 1 (w1, 1), 250, 4 (ws)), (248)
for zn 11 £ (Zngy+1y--+,2n—1) and for I‘(Zn";?;?) defined in analogy to f}l X1 X5 in (174) but based on the sequence
ﬁn2+17 e ,tnll

ny
=(n 1 ts
F(Z&T;g)(zmﬂ\% a1 (W1, 51), 257, (ws3)) £ H F(Z\;( x, (70 | T, T34).- (249)

i1=no+1

Following similar steps as in (233)—(239), one can bound the second divergence on the left-hand side of (246) as:

2
ni n ni ni n _ ni wn
D (D5 TS, (107,07 8 () ) = (14 0(1) 2 - 2B, (o1, + p20) gy [ 017, 20, X3)] | @50)
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To bound the divergence term on the right-hand side of (246), we slightly modify the steps in (182)—(197). In particular,
we write:

2 (D (2|

[, (1 X5 (9)))]

@glw w2 ,ws3,81,8 (Zn1>
=K log E ) 1)~ixl 3,51,52 - (251)
(w1 ,w2,51,52) (X7 (wr,s) WX (1,1), | MiM2aK K - FZ|X3(Z"1 | X3 (ws))

{X57 (wa,52) X, (1,1)

Qg}1,1,w3,1,1(2m)

M1M2K1K2 . f‘TZLl|X3(Zn1 | Xg'l (’lU3))

~
Q¢! (Zzm)
C,wi,w3,w3,51,52

M1M2K1K2 . f‘ZI‘Xa(an | X;Ll(wg,))

< E |log Z

Xy (wi,s1)
51)#(1,1) L,
Ez;zigigl,lg X572 (w2,s2)

+ Z Qg}l,’li)z,w?,,1752 (an)
(s )2 (1,1) X3 2 (w2,s2) [ MIM2K Ko - T (270 | X5 (w3))
+ Qg,lwlil,wg,sl,l(znl) (252)
(onsyz ) X s | MiMaK K - T (27 | X5 (w3))
@ g log (M1K; — 1)(M2Ky — 1) n Qg,llll,wg,l,l(znl)
M1M2K1K2 M1M2K1K2 Frzlllxj(an | X:;ll(’w:g,))
(MaKy — Ufrz”\xlxs(Z”llX{”(lv 1), X3 (ws3)) . (M1K; — 1)f7le\X2X3(Zn2|X;LQ(17 1), X52(ws3))
M1 M2K; K 'f%|X3(Z"1 | X5 (ws)) M1 M2K; K -f?‘XS(Z"? | X5 (ws))
(253)
Anl Z’I’Ll
<E|log 1+ Qc’lilfi”l’l( ) .
MiM2KiKy - Ty (27 | X357 (w3))
s (2P X (L), X5 () T2 (272 X52(1,1), X3 (ws)) o3
MiK: - T (270 ] X5 (ws)) MaKo - T2 (272 | X532 (w3))
where in (a) we used that
I e G e P EE S TD) (255)
wi,S1
X2L2(w2752)
and
an(]]i ) {Qg,lwl,LwS,sl,l(zm)] = f%xzxg(znz‘X?(lv 1), X:TJ,12 (ws)) - fTZLT;;ll(Z’:Zgl+1|Xg;’lrL2+1(w3)) (256)
1 1,81
B Q8 (5] = T, (7T (11, X5 () (257)
5 2 (w2,s2
and we simplified the last fraction by noting that
o, (7 X501, X9 (0n)) - E G X0 (00) T (2P L DX we)
T (27 | X5 (w3) F (272 | X5 (w3)

Define now for any triple 8 = (6, 01, 0-) the set:?

A
B 2 {(z?l,z§2,zgl,z”1) € AP X X2 X X x 2™

S 90a

TE oy (270 | 07,071 257)

®Rna no ny N2 N2\ TN2—n1 ni ni ni

FZX Xo X (2 |x1 y Lo~y T3 ) FZX X (zn2+l |x1,n2+1ax3,n2+1)

log 1 2A3 1 3
Z|X1 X2 X5

3Notice that x5? is of length ny while the other sequences are of length n;.



31

F%xlxg( 2" |2yt wyt)
log I“®n1 niy ni ("1 ni S 91’
Z|X1X2X3(z | O™, 0m 25 )

fnz (zng ‘ xm,xm)
log | g2 ) <y, (259)
L% xax, (272 ] 072,072, 257)
and denote by A and B the events {(X{'*(1,1), X52(1,1), X3 (w3), Z™) € By*} and {(X7" (1,1), X32(1,1), X5 (ws), Z™) ¢
Bg'} respectively.
We then continue by similar steps to (193)—(231), where the superscript n to has to be changed to n; or ny accordingly,

and the joint law T'¢ ZI X ,x, 10 F®|"2 X1 XX FTZ”T X")l( In particular we apply Bernstein’s inequality to analyze the probability
of set B, and replace (210) —(225) by the followmg expresssions:

E llog (F%’SZXQXs(ZW | X7 (1, 1), X5 (1, 1), X5 (ws)) - DT (Zod | X3, n2+1(171),X§LQ+1)(1U3)>]

F?&leXL%( zm |On1,0n1,X§11(w3))

< an (n2Erry, p [p10DG (Xs) + p2.0DP (Xa)| + (1 = n2)Eary i [01.0DY (X5)] ) +70(a2)  (260a)

and
r (Z™ | X7 (1,1), X3 (w3))
Z|X1X3 (1) 2
E |lo < a,ni1Ex D’ (X3)| + O(a;, 260b
l ’ (F?&mxg(zm oo, Xy )| S e psar [P 0]+ 0fe) e
722, (2™ X32(1,1), X32(w3))
Z|X2X3 2 \ 3 { (2) } 2
E |1 < apnsE, DY (X3)| + O(az). 260c
l (F?&lxzxsw [0 0 X)) ) | = 2P [P (o) Ol e
These steps allow us to conclude that whenever
limsup,,_, . (log(MleKlKQ) — (14 &)anEp,y, [nlpLT]D)(ZI)(Xg) + nppe 7 DY) (Xg)}) = —o0, (261a)
limsup,_,. (log(MlKl) — (14 &)anmEpyy, {pl’TD?(XS)D — —o0, (261b)
limsup,, <log (M2K2) — (1 + &6)annaEp, ., |:p2’T]D)(ZQ) (X3)]) = —o0, (261c)

then the divergence on the right-hand side of (246) tends to 0 exponentially fast, and thus the approximation

n n n T n w727,
T, (107, 0™ 25 (w3)) = (L4 0(1) - Z2Ery [(p1.1 + p21) By, [P (o1 p2r Xa)] | (262)

is exponentially tight. We notice that in an asymptotic sense condition (261a) is redundant in view of (261b) and (261c). This
concludes the resolvability analysis by considering that ny ~ n¢; and ny = n¢- and that «,, = w,+/n.

D (P’Z’l‘xg)

APPENDIX C
ACHIEVABILITY PROOF TO THEOREM 2

Start by noticing that without loss in generality in Theorem 1 one can replace Constraint (47) by the difference between
constraints (47) and (50) and Constraint (48) by the difference between constraints (48) and (51). Taking n — oo with these
new constraints proves achievability of the following quintuple (71,72, R3, k1, k2) for arbitrary pmfs Prx,, nonnegative tuples

{(p1,t: p2,t) YeeT, and pairs (¢1,¢2) € [0,1]*:

(0)
vy = ) \/5 EPTX3 [pLTDY (X3)}
V/max(¢1;¢2)

;o Veefl,2), (263)

\/EPTX3 {(pl,T + PQ,T)2 -X2(p1,1s p2,1, X3)]
Rz =1(X3Y | X; =0,X2,=0,T), (264)

Epry, [prr (DY (X5) - DY (X))

Ky = oe NG

. . We{1,2}, (265)
Vmax(d1;02) \/]EPTX3 [(p1,T+P2,T)2'XQ(pl’T’pz’T’XB)]

where we use the definition 0/0 = 0. Define 3, = % and notice that it lies in [0, 1]. Notice further that the equalities
max(¢1;¢2

on the message rates rq, 72, R3 can be relaxed into <-inequalities because it is always possible to reduce the message rate
by introducing dummy data-bits. Moreover, it is possible to relax the inequalities on the secret-key rates kq and ko into >-
inequalities because it is always possible to ignore some of the secret-key bits. These latter observations establish achievability
of the theorem.
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APPENDIX D
CONVERSE PROOF TO THEOREM 2

The converse proof relies on elements from the proofs of [4, Theorem 3], [5, Theorem 1 and 2] , [22, Theorem 2] and [23,
Section 5.2.3].

Consider a sequence of length-n codes with vanishing probability of error P, 3y — 0 and vanishing covertness constraints
On,ws — 0 as the blocklength n — oo. Consider now a fixed blocklength n, and let X7, X3', X3 be the random inputs
generated under the chosen codes and Y™ as well as Z™ the corresponding outputs at the legitimate receiver and the warden
under H = 1. Define also a random variable 7" to be uniform over the set of channel uses [|1,7n|], independent of the inputs
X7, X3, XY and the outputs Y™ and Z". With these definitions, since the three users have independent messages and keys,
the joint pmf of the time-averaged inputs and outputs has the following form:

Px, 1 X0 X570 Y 20 7(T1, T2, 73, Y, 2, 1) = Pr(t) Px, |7 (71 | ) Px, (%2 | £) Pxyr (23 | Oy 21 x, x0x5 (U5 2 | 21, T2, 73).

(266)
For our converse proof, we also define «, ; ¢ as the probability of X, ; equal 1:
nie =Pr[X,;=1], ie€{l,...,n}, £€{1,2}, (267)
and the derived positive quantities
Qp g .
P 2 = e, i€ fl,...,n}, L€ {1,2}. (268)
=1 n

We observe that by the uniform law of T":

I Oni1 + Oni2
Ep, lonT1 + PrT2] = = ) e = =1 (269)
- [P ] n ; Zi:l Qp i1+ Qni2

A. Auxiliary Lemmas:

We will make use of the following lemma, which is an extension of [4, Lemma 1]. Recall the definitions in (30).

Lemma 4. Let X1, Xo be binary over {0,1} and T, X3,Y over arbitrary finite alphabets T, X5, and Y, with joint pmf of
the form PrPx, |7 Px, 1Ty |x, x,,x,- Then, for any x5 € {0,1} and t € T:

[(X1;Y | Xo = 29, X3, T =) = Px, ;7= (1)Epy,r, [D(Cy|x, x5, (- | 1,22, X3)|[Ty(x, x,x, (10,0, X3))]
_EPX:;\T:t [D(FY|X2X3(' | x2?X3)HFY|X1X2X3('|O707X3))] . (270)
Similarly, for any ©1 € {0,1} and t € T:
[(Xo;Y | X1 =1, X3, T =1t) = Px,jr=t()Epy, p, [Py x,x,x,( | 21,1, X3)[ Ty x, x,x, (10,0, X3))]
—Epy, v DTy x, x5 (- | 21, X3) [Ty x, x5 x5 (|21, 0, X3))]. (271)

Proof: Follows by simple rewriting. Details omitted. [ ]
The following lemma is a direct consequence of Lemma 4 and the nonnegativity of Kullback-Leibler divergence.

Lemma 5. Let (T, X1, X2, X3,Y) be as in Lemma 4 where in addition we assume that for any t € T:

nh_}rglo PXl\T:t(l) = nh—{r;o PXQ‘T:t(l) =0. (272)
Then:
(X3Y | X5 Xo,T = 1) < Py, jrs(1) (B, o, [DY (X5)] 4 0(1)) 273)
(X2 | X1, X5, T = t) < P ip_i(1) (prg‘T:t [Dgf’(xg)} + 0(1)) (274)
Proof: We can write the mutual information term as follows:
H(Xl;y | Xg,Xg,T = If)
= PX2|T=t(O)H(X1; Y ‘ X2 = O, Xg,T = t) =+ PX2|T=t(1)H(X1; Y | X2 = 1,X3,T = t) (275)
SIXY [ Xo=0,X3,T =1) + Px,r—(DI(X1; Y | Xo =1, X3, T =1t) (276)

(a)
< Pxr=t(1)Epy, 1z, [Dgfl)()%)} + Px,i7=t(1) - Px,j7=¢(1)Epy,,_, DTy x, x5 (1 1,1, X3) Dy x, x5 x5 (10,0, X3)) |
= Px,ir=(1) (Bryy o, [DY (X0)] +0(1)). @)

where (a) holds by Lemma 4.
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Similarly, one can show that

L(X5Y | X1, X0, T = ) < Pryjra(1) (Epy, o, [P (Xs)] + (1)) (278)

1 M3 .
B. Lower bound on g=3,," _; On,ws

Recalling also the definition of @g’ws (2™) in (22), we obtain for a specific code C:

1 &
'VT; Z 5n,w3

w3:1
M3 An n
1 A QC w (Z )
= QC 1w, (2") log - — (279)
Ms wgz:1 ; e F§|X1X2X3(Zn|0n7Onvxg(wi%))

@ 1 o . N Q\(i)w' 1
> ZZQ&,{UB(zi)log( C.u (21 ) (280)

st L' z1x, X, x5 (2i]0, 0, 23, (ws3))
M3 n
1 A
=W L 2D (O8I0 21, 30,5, (10,0, s (ws)) (281)
wz=1i=1
M3 n
v 1
T Ms Z ZD(an,i,lan,i,2FZ|X1X2X3(' | 1,1, 255(ws)) + ani 1 (1 — i 2)lz1x, x,x5 (- [ 1,0, 23:(w3))
wz=11i=1

+ (1 = ani1)om 2l z1x, x,x, (1 0, 1, 234 (ws)) + (1 — i 1) (1 — ansi2)Tzx, x0 x5 (0 1 0,0, 233 (ws3))

10216, 50,5, (10,0, w3i(ws)) ), (282)

where (a) holds by the memoryless nature of the channel and by defining Q(Cz)w (z;) as the probability of the event Z; = z;
conditioned on W3 = ws, and by writing out the expectations over the independent random variables X ; and X ;.
Notice that since for all wz € M3 we have that lim,,_, o 0,4, = 0, by (282) we can conclude that
lim a,,,=0, Vie{l,...,n}, £€{1,2}. (283)

n—oQ

Combining (282), (283) and Lemma 3, we can conclude that

M3 2
1 « + «
S G 2 B, | (1 o() LT o X (284)
M3 | 3 2
w3=
where we define the time random variable T to be uniform over {1,...,n} and independent of all other random variables.
C. Upper bound on log(My):
Since the message W is uniform over {1,...,M;} and independent of the local randomness C7, Co, we have
= H(W; | Wa, Sy, S, W3) (286)
=I(Wy; Y™ | Wa, S1, Se, W3) + H(W; | Y, Wo, 51,55, C1, Ca, W3) (287)
(a)
S ]I(le yn | W27 Slu 527 Cl> 027 X£L7 XEL) + Hb(Pe,l) + Pe,l IOg(Ml) (288)
1
“1-p, (I(W; Y™ | Wy, S1,82,C1, Co, X', X3') + Hy(Pe,1)) (289)

b 1 - i— n n
(:) 1_Pe71 <;H(K | Y* 15W2;SI7S2501aCQ7X27X3)

—H(Y; | Y, Wy, Wa, S1, 82, C1, Co, X7, X5, X1 +Hb(Pe,1)> (290)

9 1 -
e (ZH(}@- | Xai, Xsi) — H(Yi | X1i, Xai, Xs:) +Hb(Pe,1>> (291)
@t \i=1



34

1 "1
= —I(X14;Y; | Xoi, X3; Hy (P, 292
=P, (n;n( 1 | Xo;, Xai) + Hy( 1)) (292)
1
< 1_7P1(TLH(X1,T§YT ‘ XZ,TaXS,T) + 1) (293)
(i) 1 (1) 1
< 1_7Pe71n EPTX;})T |:0577,,T,1 (]D)Y (X3,T) —+ 0(1)):| —+ ﬁ . (294)

Above sequence of (in)equalities are justified as follows:

(a) holds by Fano’s inequality and because X§ = (")(Wg, Sa,C3) as well as XJ = (”)(Wg);

(b) holds by the chain rule of entropy and because X{' = <p§ )(Wl, Sy, Ch);

(c) holds respectively because conditioning reduces entropy and because conditioned on X ;, X9 ;, X3; the output Y; is
independent of all messages, keys, and randomness;

(d) is obtained by applying Lemma 5 for each realization of 7" and by upper-bounding the binary entropy by 1.

D. Upper Bound on log(M,)

The desired upper bound can be derived using similar steps to those for log(My).

n (IEPTXS a2 (D (Xs) +0(1))] + 1) (295)

n

1
log(M,) <
0g(M2) < ¢ .

E. Upper Bound on log(M3)/n:
Using standard steps, one can find the upper bound

1
—log(M3) ﬁH(X&T;YTLXLT = O,XQ,T = O,T) (296)
F. Upper bound on log(M; /\/ e de 10n,ws"
By (294) and (284), we obtain the bound
1

log(M;) - V2 n (]EPTX3 [an,T,l (DQ(X:;) + 0(1))} + %) @97

~1-PF,
M3 Zws 1 On et N \/n (n(l + 0(1))EPTX3 {(O‘ﬂ,T,l + an,T,2)2 X?L(pn,T,h Pn,T,2; XS)})
E sl (DU (X3) +0(1)) | + L
(i) \/§ PTX3 ]EPT [a'rL,T,1+a'rL,T,2] Y 3 n (298)
B 1- Pe,l i 2
\/(1 +0(1))Ep,«, (]EPTFAZ:ITLF"&::;Q]) X2 (Pn,T.15 Pn.T,2, XS)}
1
bl ()]
=15, . —
(1 +0(1)Epry, |(Pn11 + pr,1.2)” X0 (P15 PrT,25 Xg)]

where (a) follows by normalization by Ep,[a, 71 + ap12], and (b) by the definition of p,, ;. in (268) for all (i,¢) €
{1,...,n} x {1,2}.
Similarly, one can show that

log(M,) < V2 Epry, [pn.,T,Z (Dg) (X3) + 0(1))} +1

300
<1 ho (300)

i Zws 1 0n,ws \/(1 +0(1)Epy, [(pn,T,l + pn1.2)’ X2 (Pn,T1s T2, Xs)}

G. Upper bound on Mia ZM3 Onws”

wz=1

Notice that the new parameters p,, 7 ¢ are well defined because Er [amT’l + an7T72] characterizes the sum of the fractions of
1-entries in the codebooks {z7 (W1, S1,C1)} and {z5 (W3, Sa, C2)}, and is thus non-zero because otherwise no communication
is going on. Moreover, by Jensen’s Inequality, Ex[(pn, 7.1 + pn_’Tyg)Q] > (Er[pnr1+ pn7T72])2 =1.

It then follows by Assumptions (27), that the right-hand sides of (296), (299) and (300) lie in bounded intervals. Combining
the inequalities in (296), (299) and (300) with trivial positivity considerations, one can conclude that also the left-hand sides
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of these inequalities must lie in bounded intervals. Consequently there exists subsequence of blocklengths so that both the left-
and ride-hand sides of (296), (299) and (300) all converge. We shall restrict to such a subsequence of blocklengths {n;}$2;.
Let then 5 and (2 be the two numbers in [0, 1] that satisfy

Ep {pm,T,eDm (Xs.7)
lim log(My) =24, lim o Y , Le{l,2}
1— 00

i—00
2
\/ 1M3 Zw3 1 n,,w3 ]EPTX3 [(pni’T’l + pni,T,Q) X%(pni,TJ?pm,T’?»X&T)

(301)

where notice that the limit on the right-hand side coincides with the limits on the right-hand sides in (299) or (300), respectively.
Assume for the moment that 51, 82 are strictly larger than 0, and thus we can divide by it. Then, (301) combined with (294)
and (295) implies that for all blocklengths n;:

Z Onywg < ﬂexf Eprx, {(Pni,T,l + Pno,2) X2 (Pra 110 Preri2s Xam) | + 0(1), te{1,2}. (302)
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H. Lower bound on log(M1M;K;K>):

We start with the lower bound

log(MlKl) = H(W1751|C1,Cg) (303)
= H(Wy, 81 | X3, C1,Cs) (304)
> I(Wy,51; 2™ | X3, C, Co) (309)
Duxp 2| x5, 01, 0) (306)
= I(X7, X3, 2™ | X3,C1,Cy) —I(X3; 2™ | X7, X5, C1,Cs) (307)
(b)
> (X7, X5 2™ | Xg,Ch,Co) —1(X5; 27 | XT', X3) (308)

where (a) holds because X" = 27 (W3, 51,Cq) is a function of W7y, S7, and C; and (b) holds because of the Markov chain
(C1,Cs) — (X7, X5, XE) — Z™ and because conditioning reduces entropy.
Likewise,

log(MaKo) > I(XT', X375 2™ | X3, Cy, Cp) = I(XT; 27 | XT, X)), (309)

We next focus on the first mutual-information term that is common to the RHS of (308) and (309). To this end, we define
for each pair (c1,c2) € G1 x Gy the warden’s average output distribution conditioned on the local randomness ¢; and c¢2 and
on a non-covert message ws, the distribution

A’I'L n 1 n n n
QC (c1,00,w3) (7 )ém DD T o, E et (wiss1,e1), 5 (wa, 50, ¢2), @5 (ws3)) (310)

(w1,51) (w2,s2)

and the divergence

O enemn) 2 D (@8 ey oy | T, xary (107,07 5 (w3))) G11)
With this definition, we can write:
I(XT, X35 2" | X3, C1,Cy) (312)
= Expxzoxponcs [B (T, o, O 1 X0 X5 X0DIQE 6y 00w (313)
ron (2" | X7, X5, XE)
n n yn yn Z|X1X2X 12543
—EX"X"X"CC[ ron (2" | X7, X3, X3') log m
e Z 20 XX F?\X1X2X3( | 0, 0™, X5)
Qc 1,0 W)(Zn)
F®n n | Xn Xn Xn)10g< ;( 1,02,W3 (314)
Z|X1X2X: 1,<%25<23 ®n n () n
Z | 2 3 FZ\X1X2X3( n |0 ’0L7X3)
ren (z" | X7, X5, X3
(@) ®n n n yn yn Z|X1X2X3 1,422,523
= Exp x7.x7p T (" | X7, X5, X%) log ~
~— Z|X1X2X3 F?|X1X2X3( on ‘ Onyon’Xgl)

—Ec, 00w [5"»(01702,‘/‘/3)] 315
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EDY U 21x,x,x5 (2 | X14y Xoi, X31)

> i:ZlEX1,i7X2,i7X3,i ;FZ|X1X2X3 (Zi | Xl,i;XQ,in?,)i) log ( ]-_‘leXszX:s (ZZ | 0,0,Xgi) — EWg [6n,W3} (316)

- 2 Ex, {(a"7i’1D(ZI)(X3i) t O‘nxiﬂm(zZ)(XB,i)) (1+ 0(1>)} — Ew, [6n,ws] (317)
i=1

d

D nkpy, [(anraDS (Xor) + anraDS) (Xs2)) (14 0(1)] — Ews [Bws], G18)

where (a) holds by the definition of 0, (¢, c,,w,) and by replacing the average over X3 by the average over W3; (b) holds by
by convexity of the divergence; (c) by writing out the expectations over the independent random variables X ; and X ; and

by noting that for X; ; = X5 ; = 0 the term in the expectation evaluates to 0; (d) holds because T is uniform over {1,...,n}.
For the second mutual-information term on the RHS of (308), we have:
(X7 2™ Xy, XY) = H(Z" | X3, XY) —H(Z" | X7, X5, XY) (319)
= > H(Zi| 27 X5, X3) ~ H(Z: | 271, X{, X3, X)) (320)
i=1
WS H(Z | X5, X}) — H(Z: | X1, Xa, Xa) (321)
i=1
) &
< > H(Zi | Xai, Xsi) — H(Z; | X1i, Xai, X5i) (322)
i=1
1
=) —1(X1i; Zi | Xai, X31) (323)
i=1
= nl(Xy, 15 Z7 | Xoyp, X5 1, T) (324)
(0)
< nEPTXs,T [an’Tle(Zl)(Xg,,T)(l +0(1)):| R (325)

where (a) holds by the memoryless nature of the channel; (b) because conditioning reduces entropy; and (c¢) by applying
Lemma 5 to output Zp instead of Yr.
In an analogous way, one can show that

I(X3; 2" | X7, X5) < nBppy, , [an 2D} (Xor)(1+o(1))] . (326)
Combining (318), (325) and (326) with (308) we can conclude that
Ew. [0
log(M(K) > n (EPTXS |, 7.eDY) (X3)(1+ 0(1))] W[nW]) . fe{1,2). (327)
I Lower bound on log(M5K;) log(MzKz) and Discussion

1 M3 ’ 1 M3
Iy Zw3=1 5n,w3 (v er3=1 5n,w3

By combining (302) with (327), for n € {n;} we obtain the bound for ¢ € {1,2}:

log(M(Ky)
\/nMi3 szzl 67171113
¢ By, [6n. vy
Eprx, [pn DY (Xor)| e
> e _

\/IEPTX3 {(pn,T,l + pn.2)’ X2 (Pn,11s T2, X3)} \/EPTX3 {(pn,T,l + pn1.2)° X2 (pn,71, P20 X3)
(328)

Notice that the second term on the right-hand side of (328) vanishes whenever log(M;) — oo or log(My) — oo. In fact,
we have

1Lm Ew, [5n,W3] =0, (329)
liminf,,con - Eplan,r1 + @nr2] > 0, (330)

liminf, cEp,y, |:(pn,T,1 + pn,T,2)2 X (P11, PnT,2, X3)| > 0. (331)



37

Limit (329) holds because 6,, ,,, — 0 for any w3 € Ms;

Limit (330) holds because when the left-hand side tends to O then the number of 1-symbols in all the codewords tends to zero,
in which case no messages can be transmitted reliably;

Limit (331) holds because by definition (31) and assumptions (27) the random variable in the expectation is O only when
Pn.T1 = pn,1,2 = 0, which cannot happen with probability 1 over 1" as this would contradict (269).

J. Limits and Cardinality Bound
Notice that so far we have assumed that 31, 82 > 0. For 8y > 0, we simply note that:

log(M,K
lim inf 08( MZ ) s (332)
n—oo
n[\/% Zwi:l 6n7w3

In view of this, and collecting all results in the previous subsections, we can conclude that there exists an increasing
subsequences of blocklengths {n;} so that for any ¢ € {1,2} and some §, € [0, 1]:

4
log(MZ) EPTX3 |:pni,T1Z]D)§/) (XS):|

lim = lim V28, , (333a)
ni—o0 \/ Z n;—oo 2
iy 2ws=1 Onisws Eprx, [(Pnia,1 + Pni2,1)” Xa, (Pns, 1,15 Py 7,2, X3)
hmsup —_— IOg M3 < hm H(Xg T, YT|X1 T = O X2 T — =0 T) (333b)
n;—oo0 Mg
log(MgKg) IEPTX3 [pm,T,@D(ZZ)(X?))
lim inf > lim \/56@ (333¢)
n; —oo n; —o0 2 5
\/ T Ms ng 1 n,,w:; \/EPTX3 |:(pﬂz‘,1’T + pni,Q,T) an (pni,T,h Pn;,T,25 X3):|
Applying the Fenchel-Eggleston-Carathéodory theorem to vectors of the form
) B}
pni:tlePX:;\T:t Dg/)(X?))
) .
p”i»t72EPX3\T=t Dgf)(X3)
I(X5;Y | X1 =0,Xo=0,T =t
v — ( 3 | 1 2 ) , (334)

2
(Pt + Pnit2) By o, X, (Pni,15 Pri 20 X3)]
1
EPX3\T:t pm,tJD(Z)(X?))
' ]
Epy,rs |Pnit 2Dy (Xs)

we conclude that for any blocklength n; there exists a modified distribution Pyp over an alphabet of size |T|= 6 so that the
bounds (333) hold also if Pr is replaced by this new pmf Pr. In the rest of the proof, we can thus restrict to these modified
distributions Pr over |T|= 6

K. The Limiting Distribution

To conclude the proof, we notice that by the Bolzano-Weierstrass theorem there exists an increasing subsequence {n;, } of
{n:} so that { Px,7(-[t)} and {Pr(-)} converge on this subsequence. If also p;,, +,1 and py, 2 converge for each value of
t € T 2 {1,...,6}, then by the continuity of the expressions, we obtain a converse result by considering the convergence
points of {Px,|7(:[t)}, {Pr(-)}, and {(p1.¢, p2,¢) }te7- In fact, we can conclude that

Epyy, [ﬂe,TDgf) (X3)}

log(M
Jim Og( ‘) =28, . le{1,2} (335)
—00
\/ Ty, M3 =1 5"%7“’3 \/EPTX3 {(pl,T + pz,T)2 X2(p1,1; p2,1 Xs)}
1
lim sup - logM3 < TI(X3;Y|X; =0,X=0,T7), (336)
k—oo ’ik
(0)
log(M¢K Ep [pz,TDz (Xs)}
lim inf Og( Ke) > V28, s , e {1,2). (337)
—00
\/ Ny, M3 ws 1 5"ik»“’3 \/EPTX3 [(pl,T + pQ,T)2 X2(p1,T7 P2,T, X3)}

for some pmf Px,r over X3 x T and some set of positive pairs {(p1.+, p2.t) }reT-
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If instead for some ¢ € T the sequence py, . diverges to co we proceed as follows. We first notice that for each of these
t-values the probability Pr(t) — 0 as n — 0o, because otherwise the expectation (269) is violated, and one of the following
three cases applies:

L) Pr(t)pn,, te — 0 and PT(t)piik,t,é —0;

2.) Pr(t)pn;, te — 0 and lim,, o0 PT(t)pf”WM = ¢ for some ¢ € (0, 00);

3.) Pr(t)pn,, te €[0,1] and PT(t)pzuk,t,é — 00.
All t-values satisfying case 1.) can simply be ignored since they do not change the bounds. Whenever there exists a t-value
in case 3.), then bounds (333a) and (333c) are O for both ¢ € {1,2} and the result is trivial. In case 2.) we can modify the
probabilities Pr(¢) and the parameters Pn,, t.¢ to values in a bounded interval [a, b] for b > a > 0, while still approximating
the bounds (333) arbitrarily closely. We then fall back to the case where all sequences py,, ¢ converge, which we discussed
above.

L. Recovering the Bound on the Secret-Key Size

Above converse result remains valid if we add the additional constraint that results when taking the difference between (337)
and (335):

log(K.) W [per (DY (Xs) — DY (X)) |

k—o0 \/TL 1 M3 5 2 o
Tk M3 Lewz=1 "Miy W3 EPTx3 (Pl,T+P2,T) X (Pl,T7P2,T,X3)

. Le{1,2}. (338)

Relaxing the sum-constraint (337) completely and further relaxing the equality in (335) into an <-inequality establishes finally
the desired converse proof to Theorem 2.

APPENDIX E
PROOF OF LEMMA 2

Fix two pmfs Pry, and Qrx, as well as the tuples (1,4, p2.¢) and (p} 4, p3 ;) in RS‘Q for all ¢t € T. Define the tuples

Pt £ (Pl,taPQ,t); (339)
P = (P14 Pae)s (340)
Hé(P17~~-,P6,P/1»~-aP/6)a (341)

forallt € T.
Let (r1, 79,73, k), (1,75, r5, k'), and (71, 72, 73, I;:) be the tuples of messages and key rates given by the right-hand sides of
(59)-(61) when evaluated for Prx, and (p1,...,ps), for Qrx, and (p,...,ps), and for Rrx, and . We shall show that

1 7"/1 7:1
T2 - ’I“/z o 7:2

Mo | Fa-N1,7] = i | VA € [0,1]. (342)
k K k

The desired equality for the 73-component is directly obtained by the linearity of conditional mutual information and because
it does not depend on the p-, p’-, and p-tuples. To see the equality for the other three components, fix A\ € [0,1], and set
v > 0 so that
o A EPrx, [(pl,T +por)’ X2(PT7X3)}
v = . (343)

2
EQrx, {(p’m + pl2,T) XQ(P%,XS)]

For all ¢ € {1, 2}, upon forming the new pmf Rrx, by choosing

x Pt te{l,...,6}
Rr(t) = {(1 —A)-Qr(t—6) te{7,...,12} (344)

and
PX3|T((E3‘t) tE{l,...76}

345
Qx,ir(xslt —6) te{7,...,12}, (345)

RX3|T(I3‘t) = {
and by defining the following tuples and constants

_ ., te{l,....6
b 2 ”f { 1 (346)
P te{r,...,12}
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t 1,...,6
ap A pé,h/ 6{ ) 3 } (347)
Ve pPpi_e tELT,...,12}
t 1,...,6
ﬁt 'y P1,t +/P2,t7 ) € { ) ’ } (348)
ve(Pli6+rhie), tef{7,...,12}
One can notice that for any function f: Xs — R we have
/
\ Epy,r oo f(Xs) oy Equ,r [0hr/(Xs)]
2 2
\/prgT [(pl,T + pa2.1) XQ(PT7X3)} \/EQX3T [(p’LT + ,0’2’T) X2(p’T,X3)}
E X EQx,r Voo rf(X3)
-\ Pxyr [pf,Tf( 3)] + (1 B )\) XsT |: T :| (349)
2
\/IEPXST [(pl,T +par)? X2(pT7X3)} \/EQX3T [Vz <p/1 T+ Pl T) Xz(p/Tsz)]
w NEry,r [perf(Xa)] + (1= ) Equyr Vo f (X)) 50
2. 9 2 ’ / 2 2(
Ny, (o110 + p20) X2(p1, Xs)| + (1= NEquyr [v? (Pr + phr) X2(Plrs Xa)
_ ERX3T [O‘&Tf(X3)] 351)
\/ERX3T [B%X2 (ﬁTﬂ X3)]
E 2 ( ’N2 2/ 1 X.
Qxsr |V (PLT + P2,T) X~ (pr, X3)
b
it Epy, . [(Pl,T +p21)? X2 (prs Xs)} (352)
2

= AEp,,, [(m,T +por) XQ(PT7X3)} + (1= NEqx, . [VQ (Pr + Por)” X2 (P, Xs) |, (353)

where in (b) we used the definition of v. This concludes the proof of the Lemma.
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