
Learning over Compressed Data

Elsa Dupraz

June 2025



Coding for Learning team

Ismaila
Salihou-Adamou

Jiahui Wei Ahcen Aliouat
Yann Miguet



Motivation

▶ Every minute:

▶ 500 hours of video uploaded on Youtube
▶ 240, 000 images uploaded on Facebook

▶ Huge mass of data for transmission, storage, and processing

▶ Need for learning over coded data

▶ Goal-oriented communications/task-aware compression:
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Conventional coding setup
Coding for learning project setup

(Claude Shannon)
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(Some) key questions

▶ Can we apply learning over compressed data, without any decoding?

Server

...

NN training

Decoding?

▶ Can we design a universal coding scheme?
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Image retrieval
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In this talk

▶ What is the IT performance of coding schemes for learning?

▶ Can we use the IT analysis to design efficient practical coding schemes?
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Distributed Hypothesis Testing2
1

Encoder Decoder
RX

Y

H0  H1

▶ Hypothesis-testing formulation:

H0 : (X,Y) ∼ PXY,

H1 : (X,Y) ∼ PX̄Ȳ.

▶ Performance criteria:

(Type-I error) αn = P (decide H1 | H0 is true) ,

(Type-II error) βn = P (decide H0 | H1 is true) .

1
R. Ahlswede and I. Csiszár, Hypothesis testing with communication constraints,” IEEE Transactions on

Information Theory, 1986
2
T. S. Han, Hypothesis Testing with Multiterminal Data Compression, IEEE Transactions on Information

Theory, 1987.



Information-theoretic results

Encoder Decoder
RX

Y

H0  H1

▶ Objective: for a given R, derive the error exponent θ such that

αn < α, lim
n→∞

sup
1

n
log

1

βn
≥ θ (βn ≤ exp(−nθ))

▶ It was shown that 3

θ ≤ sup
PU|X

{
min {θtest , θbin}

}
,

3
Shimokawa et al. (1994), Katz et al. (2015), Kochman et al. (2023), Adamou et al. (2024), etc.
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Information-theoretic coding scheme
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Encoder:

▶ Quantization: represent the 2n sequences xn by 2nr codewords un

▶ Binning: randomly assign the 2nr codewords to 2nR bins (R < r)

...
Bin 1 Bin 2 Bin 2nr

Decoder:

▶ Bin extraction: Pick ûn such that (ûn, yn) ∈ T
(2)
n

▶ Decision: Decide H0 if (ûn, yn) ∈ An
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Quantize-binning scheme in practice

Quantized vectors Decision region
Initial vectors
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Proposed coding scheme4

Enc
Dec

Encoder: (Gq: n × k and Hb: ℓ× k)

▶ Quantization: Calculate uk
q as:

uk
q = argmin

uk
d(Gqu

k , xn) with xnq = Gqu
k

▶ Binning: we compute
zℓ = Hbu

k
q

Decoder:

▶ Bin extraction: Identify the vector uk
q such that

ûk
q = argmin

ukq

d(Gqu
k
q , y

n) s.t. Hbu
k = zℓ

▶ Decision: Apply a NP test as d(xnq, y
n) < λ to decide H0

4
Elsa Dupraz, Ismaila Salihou Adamou, Reza Asvadi, Tadashi Matsumoto, Practical Short-Length Coding

Schemes for Binary Distributed Hypothesis Testing, ISIT 2024
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Numerical results

▶ We need to consider short codes

▶ Practical quantizers with BCH(31,16) and BCH(63,36) codes



Learning over LDPC-coded data5

▶ Classification over compressed images, without any prior decoding

LDPC
encoder

Coefficients bitplanes

Transmission 
link

Bitplane sequence
Syndromes

JPEG-
like

encoder

(MSB)

(LSB)

B1

B8

Source

bitplanes
sequencing

Transform

Sequence
encoding

LDPC
decoder

GRU
Model

Destination

Not covered in this study

Inference

Decode

Bitplane 1

▶ Accuracy of the GRU model on LDPC-coded data:

5
A. Aliouat, E. Dupraz, Learning on JPEG-LDPC Compressed Images: Classifying with Syndromes, EUSIPCO

2024
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Conclusion

▶ Various tasks can be addressed with quantize-binning schemes
constructed using linear block codes (regression, classification, clustering)

▶ There is a need for more systematic information-theoretic analyses of
these tasks

▶ Issues of learning without decoding and universal codes are still widely
open

Thank you!
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