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Locally private compression

Compress a DMS X™ such that

- X, can be retrieved from a small
subset of compressed bits

- which reveal no information about
the other bits X,,;

Two extremes:

- No compression: perfect local decodability and privacy
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- Virtually all existing compressors are not locally private.



Compression with local decodability and privacy

A rate-R privately locally decodable compression scheme consists of

- Arandomized encoder
{anRlzn : Z.TL € Xn}
- n local decoders

{(Ij ) X\j:fj(czj) ) A [n]}



Compression with local decodability and privacy

A rate-R privately locally decodable compression scheme consists of

- Arandomized encoder
{anRlzn : xTL € Xn}
- n local decoders

{(Ij ) X\j:fj(czj) ) A [n]}

—

locations local function
to probe £ {0,135 — {0,1}
T, C [nR]



Compression with local decodability and privacy

A rate-R privately locally decodable compression scheme consists of

- Arandomized encoder
{anRlzn : xn € Xn}
- n local decoders

{(Ij ) X\j:fj(czj) ) A [n]}

Wanted: For X™ ~ i.id. py,
+ Reliability: Pr[X; # X,] = 0 as n — oo

- Privacy: Cr, should be independent of X, for any j € [n]



Related literature

- Locally decodable source coding without privacy constraints: (Makhdoumi et
al. 2013, Mazumdar et al. 2015, Tatwawadi et al. 2018)

- Locally private compression:
- (Chandar et al. 2023): not rate-optimal

- (Chandar et al. 2024): rate-optimal, but complex scheme only for
Bernoulli sources



Main result

Theorem

Let X™ be i.i.d. P. For any
R> H(P),

there exists a simple scheme with the following properties:

- compression at rate R,

- perfect local privacy,

- error probability decays as 1/poly(n),

- encoding and local decoding run in O(n x poly(logn)) time.



A natural scheme: permute-compress

Encoder picks a uniformly random permutation o on [n].
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A natural scheme: permute-compress

Encoder picks a uniformly random permutation o on [n].
B X1, X2y, X5y, Xy,
« Permute: X, = X, for j € [n].

- Compress X" to get CnR
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A natural scheme: permute-compress

Encoder picks a uniformly random permutation o on [n].

B X1, Xo, .o, Xy X
« Permute: X, = X, for j € [n].

- Compress X" to get CnR
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A natural scheme: permute-compress

Encoder picks a uniformly random permutation o on [n].

« Permute: X, = X, for j € [n].
- Compress X™ to get CnR
- Store: (C"R,5(1),...,0(n))

To recover Xj:

- Decompress C™% and read o(j)'th location C
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a(1),0(2),...,0()),...,0(n)
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A natural scheme: permute-compress

Encoder picks a uniformly random permutation o on [n].

I CR SR

- Permute: X, = X, for j € [n].
- Compress X" to get CnR o -

X1, Xa, o, Xy, Xy,

- Store: (C"R,5(1),...,0(n))
To recover X;;:

~ v
- Decompress C™% and read o(4)'th location C™"' +(1),0(2),...,0(),...,0(n)
Problems:
- No compression: storing o requires
O(nl bits! 3
(nlogn) 5,

- No privacy: decoder gets information about
type of X"



Fixing problems

- Problem: Storing o requires O(nlogn) bits
Solution: Break X™ into blocks of size b=o (@) and use same o for each
block



Fixing problems

- Problem: Storing o requires O(nlogn) bits
Solution: Break X™ into blocks of size b=o (@) and use same o for each
block

- Problem: X" reveals type of X
Solution: Pad « b extra symbols to each block to “freeze” type



Making each block constant composition

We partition X™ into blocks of size b each: X°(1),..., X%(n/b)

- W.h.p,, blocks are typical. The empirical frequency:
Nxoi) (@) <bP(x)(1+e), VreX
- Probability that even one block is not typical < bx 279®) = 1 /poly(nlogn)
- Pad ~ eb symbols to give X®(i) such that
Nxe (@) = [bP(x)(1+€)],  Voed

Question: Why are we guaranteed fixed-length pad that gives constant
composition?



Fixed-length pad to get constant composition

PO+ m=  feesed

o 1 2

Observation: If n(x) > bP(x)for some z,
then 3z’ such that n(x) < bP(x), since

ZCEEX 77(33) =b.



Fixed-length pad to get constant composition

""" For typical chunk, number of symbols to
n0) n(2)
bPO)1+eo) Bl e pad:
...... 1
L = Z ( [(1+€)bP(x ]n(T))
TeX >0
= > [1+ebP(z)]— > n(=)
TeX xeX
O 1 2 independent of X? =b
Observation: If n(z) > bP(z)for some z, ~(1+e)b—b
eb

then 32’ such that n(x) < bP(z), since =



Summary: Pad-Permute-Compress (PPC) scheme
Xm = Xb1) xb©2) --- Xb(n/
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Summary: Pad-Permute-Compress (PPC) scheme

Pad for constant @
composition

Permute @ Ié] I_iL]
R v

X = X¥(1) X¥(2) ¥ (n/b)
Encode using
type enumeration 24 S [
o f
C"R = Cb R(l) Cb R(2) . Cb R(n/b)
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Summary: Pad-Permute-Compress (PPC) scheme

Pad for constant @
composition

Permute @ Ié] I_iL]
R v

X = X¥(1) X¥(2) ¥ (n/b)
Encode using
type enumeration 24 S [
o 3
CcrR = CVR(1) OV R(2) CY"R(n/b) o(1),0(2) a(j)
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Summary: Pad-Permute-Compress (PPC) scheme
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Analysis of PPC scheme

- Probability of error: Error occurs only if chunk is atypical.
1 .
P,=2"90) — , if b= Q(logn
poly(n) ogm)

- Rate: As long as b= 0O(n/logn),

nR = % « [bH(P) +o<b)+gg} +O(blogh) = n(H(P) +e+o0(1))

pad

type enumeration permutation

- Privacy: Decoder only gets Xj and type of)?b(i) (independent of X™ given Xj)

- Computational complexity: Blocks are processed independently, type

enumeration (which is most complex) can be performed in O(b3logb) time'
'T. Cover, “Enumerative Source Encoding,” IEEE Trans. Inf. Theory, 1973

m



Extensions

- Recovery of contiguous substrings: Easy extension of scheme to recover
X ., forarbitrary j;, 75 such that jy —j; < jiax < o is known.
Need to use multiple random permutations depending on j,,..
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Extensions

- Recovery of contiguous substrings: Easy extension of scheme to recover
X ., forarbitrary j;, 75 such that jy —j; < jiax < o is known.
Need to use multiple random permutations depending on j,,..

+ Joint source-channel coding: Given DMS X™ ~ P and DMC Wy ;.
Recover any X; w.h.p. from subset of symbols of V™", while ensuring these
symbols do not reveal X,

Um
X"™—>| Encoder o Wy ViVoVa ...V,
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Open problems

- Sources with memory
* Recovery of X; , X, forarbitrary j, # j,

- Minimum number of bits to be probed for locally private decoding?
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