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Multi-Armed Multiplayer Bandits (MMAB)

J players that do not know how many they are.

At each time t P rT s:

Each player j P rJs selects an arm Ajptq P rKs.
Observes a reward: Yjptq “ XAjptqptq

`

1 ´ CAjptqptq
˘

.

Where :

Xkptq is the reward of arm k at time t.
Xptq i.i.d. following

Â

kPrKs Berpµkq distribution.
µk P r0, 1s the average reward of arm k.
Ckptq “ t| tj P rJs, Ajptq “ ku | ě 2u P t0, 1u is the collision
indicator.
The players do not observe Ckptq nor know the µk’s.

The goal is to minimize the regret:

RpT q “ T
J

ÿ

j“1
µpjq ´ E

»

–

T
ÿ

t“1

J
ÿ

j“1
XAjptqptq

`

1 ´ CAjptqptq
˘

fi

fl (1)

Synchronisation and Communicationwith Collisions

The channel model from player 1 perspective is defined as follows :

Y1ptq “ 0 if A1ptq “ A2ptq

Otherwise,

Y1ptq “

"

0 w.p. 1 ´ µA1ptq

1 w.p. µA1ptq

Figure 1. MMAB channel model for 2 players

There are known protocols for synchronizing the players and com-
municating the µ’s estimates [1], [2]. However, we believe that they
are suboptimal. They need the knowledge of µpKq or require an ex-
cessively long time to synchronize.

Optimality Gap

An asymptotic upper and lower bound of the centralized regret prob-
lem is given by:

RcentralizedpT q “ O

˜

ÿ

kąJ

1
µpJq ´ µpkq

log T

¸

(2)

One can notice that if the number of players is larger or equal to the
number of arms, the regret of the centralized algorithm is exactly 0.

Regarding the regret of the decentralized algorithm, the regret due
to synchronization and communication is dominated by :

O
`

K2J lnpT q
˘

and O

ˆ

KJ2 ln
ˆ

1
µpJq ´ µpJ`1q

˙

lnpT q

˙

(3)

The goal is to find a lower bound on the regret due to communication
and synchronization using information-theoretic tools.

Study of a two players case J “ 2

Assuming that player 1 and player 2 use the same random code
book with distribution ppkqkPrKs P ∆K.

Using a random coding argument, see chapter 5 of [3], the proba-
bility that player 1 makes an error decoding the message of player
2 is upper bounded by:

Pe1 ă pM ´ 1qρ

»

–

ř

yPt0,1u

ř

x1PrKs

px1

«

ř

x2PrKs

px2ppy|x1, x2q
1

1`ρ

ff1`ρ
fi

fl

n

The term inside the outer brackets can be decomposed and written
as a sum of two terms:

For y “ 0,
ÿ

x1PrKs

px1p1 ´ px1q
1`ρµx1 (4)

for y “ 1,
ÿ

x1PrKs

px1

”

px1 ` p1 ´ px1qp1 ´ µx1q
1

1`ρ

ı1`ρ

(5)

Note that taking minus the logarithm of (4)+(5) we get the random
coding error exponent E0pp, ρ, µq for the MMAB problem.

The objective is to find the optimal p‹
ρ,µ that minimizes the error ex-

ponent E0pp, ρ, µq.

Special cases

For ρ “ 1, the optimal p‹ is such that:

@µ, ||p‹
p1, µq||0 “ 2 and p‹

kp1, µq “ 0 if µk ă µp2q (6)

Using second order KKT conditions on a minimum and upper
bounding the second derivative of (4)+(5). We can show that :

@µ, ρ, ||p‹
pρ, µq||0 ď 3 (7)

p‹
ρ,µ has at most 3 non zero components.

Work in Progress

Finish to show that the optimal p‹ has only 2 non-zero
components on the best arms.
What happens with more than 2 players?
What happens when J ą K?
Is the error exponent convex in ρ? Do we get a notion of
mutual information if we differentiate the error exponent at 0?
Can we get a notion of capacity?
What happens in the mismatched case?
Find effective codebooks and messages to be transmitted.
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