
UNCORRECTED P
ROOF

ARTICLE IN PRESS

1 Detection of building outlines based on the fusion of SAR

2 and optical features

3 F. Tupin*, M. Roux

4 ENST, Dept. TSI, CNRS URA 820, 46 rue Barrault, 75634 Paris Cedex 13, France
5
6 Received 28 June 2002; accepted 31 January 2003

7 Abstract

8 This paper deals with the automatic extraction of building outlines using a pair of optical and synthetic aperture radar (SAR)

9 images. The aim is to define areas of interest for building height reconstruction in radargrammetric or interferometric

10 applications. Since high resolution optical satellite images are now easily available, such methods merging SAR and optical

11 information could be useful to improve 3D SAR reconstruction (the optical image giving only information on the scene

12 organization). Both SAR and optical data bring complementary information about the building presence and shape. The

13 proposed method is divided into two main steps: first, extraction of partial potential building footprints on the SAR image, and

14 then shape detection on the optical one using the previously extracted primitives (lines). Two methods of shape detection have

15 been developed, the simplest one finding the ‘‘best’’ rectangular shape and the second one searching for a more complicated

16 shape in case of failure of the first one. Results for an industrial area acquired with two incidence angles for the SAR image are

17 presented and analyzed.

18 D 2003 Published by Elsevier Science B.V.
19
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2223 1. Introduction

24 There are at present many synthetic aperture radar

25 (SAR) sensors providing a wide area coverage of the

26 planet (either satellite sensors like ERS-2, RadarSat,

27 EnviSat and shuttle missions (Jordan, 1997), or even

28 aerial acquisitions (Gamba et al., 2000)) due to the

29 full-time imaging potential of radar.

30Computation of digital elevation models with SAR

31data (either in radargrammetric (Simonetto et al.,

322001) or interferometric (Bolter and Leberl, 2000;

33Gamba et al., 2000) applications) in urban areas is

34still difficult and often provides insufficient results.

35The introduction of a pre-processing step of scene

36analysis giving the image organization could be useful

37to improve the height reconstruction step. But inter-

38pretation of SAR images in urban or semi-urban areas

39remains particularly difficult due to the geometric

40perturbations (lay-overs, shadows) and to the speckle

41noise. On one hand, in many cases, the building

42shapes are hardly recognizable in the SAR data

43depending on the wavelength and incidence angle.
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44 Although some attempts have been made to directly

45 extract the building shapes on one SAR image (Simo-

46 netto et al., 2001), results are often incomplete. On the

47 other hand, some parts of the building are easily seen

48 on the radar data, thus providing useful information

49 about their potential localization. High resolution

50 optical satellite images are now easily available. It

51 could be interesting to use them to detect potential

52 building areas and thus help the 3D reconstruction of

53 the SAR data (either in radargrammetric or interfero-

54 metric applications). The optical images are of course

55 much more easier to interpret and many methods for

56 automatic building detection on monocular images

57 have been developed (Shufelt and McKeown, 1993;

58 Jaynes et al., 1994; Lin et al., 1995; Shufelt, 1999).

59 Nevertheless, good results are mostly obtained in the

60 case of stereovision applications using both elevation

61 data and two optical images in the detection step

62 (Oriot et al., 1998; Hanson et al., 1997).

63 Since both SAR and optical images bring infor-

64 mation for building detection, it is interesting to use

65 both of them in the context previously exposed. The

66 aim of this paper is therefore to study how SAR and

67 optical images could be simultaneously used for

68 building detection purposes. The general framework

69 of this study was radargrammetric applications and

70 the building detection was a preliminary step to the

71 height reconstruction one (Tupin, 2002). This context

72is thus rather different from other work on fusion

73between optical and radar data. Indeed, most of them

74present classification methods (Hellwich et al., 2000;

75Fatone et al., 2001; Xiao et al., 1998b), whereas this

76article is dedicated to shape recognition by fusion of

77SAR and optical features. Besides, no height infor-

78mation is used in the developed approach (contrary to

79Xiao et al., 1998a, for instance with interferometric

80data).

812. Overview of the proposed method

82Fig. 1 presents a small part of a SAR image and the

83corresponding optical image. The optical image has

84been acquired by the camera of the French National

85Geographical Institute (IGN) and the resolution is 50

86cm. The SAR images have been generated by the S-

87band of the RAMSES sensor of the French DGA

88(Defense Procurement Agency) with an approximate

89resolution of 50 cm.

90As said before, without external knowledge, the

91SAR image interpretation is quite difficult, even for a

92human photo-interpreter. Nevertheless, very bright

93lines appear along the surface discontinuity formed

94by the building and the ground due to the double

95bounce reflections along the building wall, as

96described in Simonetto et al. (2000). This is the case

Fig. 1. Examples of the building appearance in the slant range SAR image with sensor viewing from the left (left) and the corresponding optical

image (right).
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97 for the building part oriented towards the sensor,

98 whereas the other parts are not clearly seen in the

99 image. Besides, since the S-band wavelength is rather

100 long compared to the roughness of man-made objects,

101 reflections of the roofs are hardly visible (depending

102 on the roof material). The SAR data can therefore be

103 used to focus attention on specific areas in the optical

104 image to do the building shape extraction. Besides,

105 the probable orientation and sometimes the length of a

106 building side is given by the SAR data, since it

107 corresponds to the length and orientation of the

108 corresponding bright linear feature. We propose to

109 use this information to constrain the building shape

110 search in the optical image.

111 The article is divided in three main parts. The first

112 part recalls some principles of the SAR and optical

113 acquisition systems and presents the way to project

114 points between each other. The second part is dedi-

115 cated to the processing of the SAR image, specially the

116 bright linear feature extraction. The third part presents

117 the method developed for building detection in the

118 optical image, constrained by the detected SAR lines.

119 Results on real SAR and optical images will be

120 presented in this part and the limits and possible

121 improvements of the method will be underlined. Fig.

122 2 presents the synopsis of the method and the corre-

123 sponding sections.

124 3. Optical and SAR acquisition systems and point

125 projections

126 To project points from optical to SAR data and

127 conversely we need some transformation functions.

128 They are based on the computation of the 3D coor-

129 dinates of the point and on the knowledge of the

130 sensor acquisition system parameters.

1311323.1. SAR equation

133The principle of the SAR system is based on the

134emission of electromagnetic waves, which are then

135backscattered by the surface elements. For a given

136time of acquisition t, the imaged points lie in the

137intersection of a sphere of range R = ct and a cone

138related to the pointing direction of the antenna. More

139precisely, let us denote by S the sensor position, by
!
V

140the speed of the sensor and by hD the Doppler angle,

141which is related to the Doppler frequency fD and the

142speed by cosðhDÞ ¼ kfD=2A
!
VA; then, the SAR equa-

143tions for an object point M are given by:

SM2 ¼ R2 ð1Þ
144145

RsinðhDÞV ¼ !
SM � !V ð2Þ

146147

148Knowing the line i and column j of a pixel and

149making a height hypothesis h, the 3D coordinates of

150the corresponding point M are recovered using the

151previous equations. R is given by the column number

152j, the resolution step d and the near range Ro, by

153R = j� dR +Ro. Thus, the 3D point M is the intersec-

154tion of a sphere with radius R, the Doppler cone of

155angle hD and a plane with altitude h. The coordinates

156are given as solutions of a system with three equations

157and two unknowns (since the height must be given).

Fig. 2. Synopsis of the proposed building detection method.

Fig. 3. Image acquisition geometry of the optical system.
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158 Conversely, knowing the 3D point M, the (i, j)

159 pixel image coordinates can be recovered by comput-

160 ing the sensor position for the corresponding Doppler

161 angle (which provides the line number) and then

162 deducing the sensor-point distance, which permits

163 the definition of the column number, since j=

164 (R�Ro)/dR.
165

166 3.2. Optical acquisition system

167 The geometrical model for optical image acquis-

168 ition is completely different and is based on the

169 collinearity equations. Each point of the image is

170 obtained by the intersection of the image plane and

171 the line joining the 3D point M and the optical center

172C (see Fig. 3). The equation system between the

173image coordinates (xm, ym) and the 3D point M (XM,

174YM, ZM) is given by:

xm ¼ a11XM þ a12YM þ a13ZM þ a14

a31XM þ a32YM þ a33ZM þ a34
ð3Þ

175176

ym ¼ a21XM þ a22YM þ a23ZM þ a24

a31XM þ a32YM þ a33ZM þ a34
ð4Þ

177178where the aij coefficients are some system parameters.

179Once again, a height hypothesis is necessary to define

180M from (xm, ym).

Fig. 4. Slant range SAR image (top) and the super-imposition of the contours detected on the optical image (bottom).
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181182 3.3. SAR to optical image projection and conversely

183 The co-registration of the SAR and optical image

184 require the perfect knowledge of the acquisition

185 parameters. Knowing them, the projection is made

186 using an intermediate 3D point.

187 An example of the projection of features extracted

188 in the optical image is presented in Fig. 4. The

189 features are edges extracted by the Canny–Deriche

190 detector (Canny, 1986) in the optical image. They are

191 then projected in the SAR geometry using the ground

192 height as height hypothesis (8 m here). This is the

193 reason why the ground features of the SAR data seem

194 well matched, whereas the edges above the ground

195 (roof responses) are displaced compared to the SAR

196 responses.

197 Nevertheless, such a projection is of great help to

198 understand SAR backscattering mechanisms and help

199 the definition of adapted tools.

200 4. Processing of the SAR image

201 As explained before, the edges of buildings ori-

202 ented towards the sensor usually appear as bright lines

203 in the SAR image. A line detector is thus used to

204 extract such features related to the building presence.

205

206 4.1. Line detector

207 The line detector has previously been proposed in

208 Tupin et al. (1998). It is based on the fusion of the

209 results from two line detectors D1 and D2, both taking

210 the statistical properties of speckle into account. Both

211 detectors have a constant false-alarm rate (that is, the

212 rate of false alarms is independent of the average

213 radiometry of the considered region, as defined in

214 Touzi et al., 1988). Line detector D1 is based on the

215 ratio edge detector (Touzi et al., 1988), widely used in

216 coherent imagery. Detector D2 uses the normalized

217 centered correlation between two populations of pix-

218 els. Both responses from D1 and D2 are merged in

219 order to obtain a unique response as well as an

220 associated direction in each pixel. The detection

221 results are post-processed to provide candidate line

222 segments.

223 We just recall here the line detector expressions (a

224 detailed study can be found in Tupin et al., 1998). The

225response of the ratio edge detector between two

226regions i and j of radiometric means li and lj is

227defined as rij:

rij ¼ 1�min
li

lj

;
lj

li

 !
ð5Þ

228229and the response to D1 as r =min(r12, r23), the

230minimum response of a ratio edge detector on both

231sides (with indexes 1 and 3) of the linear structure

232(with index 2).

233The cross-correlation coefficient qij between two

234regions i and j can be shown to be:

q2
ij ¼

1

1þ ðni þ njÞ
nic2i cij

2 þ njc2j
ninjðcij � 1Þ2

ð6Þ

235236where ni is the pixel number in region i and cij ¼ li=lj

237is the empirical contrast between regions i and j, and ci
238the variation coefficient (ratio of standard deviation

239and mean), which adequately measures homogeneity

240in radar imagery scenes. This expression depends on

241the contrast between regions i and j, but also takes into

242account the homogeneity of each region, thus being

243more coherent than the ratio detector (which may be

244influenced by isolated values). In the case of a homo-

245geneous window li = lj, qij equals 0 as expected. As

246for D1, the line detector D2 is defined by the minimum

247response q of the filter on both sides of the line:

248q =min(q12, q23).
249Then, both responses are merged using an associa-

250tive symmetrical sum r(x, y), as defined in Bloch

251(1996):

rðx; yÞ ¼ xy

1� x� yþ 2xy
with x; ya½0; 1
 ð7Þ

252253

254A theoretical and simulation based study could be

255used to define the threshold level depending on a false

256alarm and a detection rate. In fact, due to the unknown

257distribution of the bright pixels along the building/

258ground discontinuity, such a study is difficult and in
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259 this case the detection threshold has been empirically

260 chosen.

261

262 4.2. Application and results

263 The line detection process is applied on a reduced

264 image. Size reduction is done by 2� 2 block averag-

265 ing. Indeed, the searched lines are quite thick on the

266 one hand and not very homogeneous on the other

267 hand. Some points along the line have a higher

268 radiometric value than the other ones, thus disturbing

269 the detection process. These problems are overcome

270 by the averaging which reduces the speckle effect, and

271 makes lines more homogeneous.

272 In a radargrammetric framework, the linear fea-

273 tures can be filtered depending on their direction and

274 their relative position in both SAR images of the

275stereopair (only matched lines with low height are

276then kept). A result of the line detection is presented

277in Fig. 5. Most of the brightest lines have been

278extracted, with some false alarms due to isolated

279bright points.

2805. Constrained building detection in the optical

281image

282After detection, the SAR lines are then projected

283on the optical imagery using a height hypothesis for

284the ground height (here a flat ground of 8 m is

285assumed). Only the extremities of the line are

286projected and a straight line approximation is made

287(this is not exact but since the lines are quite short,

288this approximation gives acceptable results). Some

Fig. 5. Detection of the brightest linear features (black lines) in the SAR data.
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289 results are presented in Fig. 6. In the following, a

290 SAR primitive is a projected line segment represent-

291 ing the side of a potential building. The aim of this

292 section is to associate to each SAR primitive a

293 building shape with a confidence level, allowing

294 the suppression of the false alarms of the previous

295 step.

296 The detection difficulty is related to many param-

297 eters: shape complexity of the building, contrast

298 between the building and the background, presence

299 of structures on the roof.

3003015.1. Method principle

302Two approaches have been developed. The first

303one is faster but provides only rectangular shapes and

304the second one is slower but is able to detect more

305complicated shapes.

306Both of them are applied on a set of edges extracted

307from the optical image by the following steps:

308� Application of the Canny–Deriche edge detector

309(Canny, 1986);

Fig. 6. Examples of projection of the SAR primitives (white lines) to the optical image.
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310 � Thinning of the edges (Deutsch, 1972);

311 � Polygonal approximation of the edges to obtain a

312 vectorial representation.

313

314 A filtering of the optical edges is also applied

315 based on proximity and direction criteria:

316 � Firstly, for each SAR primitive, an interest area is

317 computed using the sensor viewing direction as

318 indicated in Fig. 7;

319 � Secondly, only the edges, which are parallel or

320 perpendicular to the SAR primitive, are selected

321 (with an angular tolerance).

322

323 Both the set of filtered edges and the Canny–Deriche

324 response image will be used in the following.

325

326 5.1.1. Best rectangular shape detection

327 First, the building side is detected and then an

328 exhaustive box search is done.

329 The building side is defined as the parallel optical

330 edge !so, which is close to the SAR primitive and has

331 the higher mean of the edge detector responses.

332 Since the extremities of the edge (denoted by Mo
1

333 and Mo
2 may be not exactly positioned, a new

334 detection is applied along the previously detected

335 edge !so . Three candidate extremities are kept for

336 each extremity. To do so, a search area of length s1
337 is defined around Mo

i (Fig. 8) and each point M in

338 this area is attributed a score depending on the edge

339 detector responses along a small segment
!
spo ðMÞ

340 perpendicular to !so. The three points with the best

341scores are kept for each Mo
i. They are denoted by

342Mo
i( p), with 1V pV 3.

343The rectangular box detection is then applied for

344each possible pair of extremities (Mo
1( p), Mo

2( q)), with

3451V pV 3 and 1V qV 3. For each pair, a rectangular

346box of variable width w is defined and an associated

347score is computed. For each side k of the box (k = 1,

3482), the mean l(k) of edge detector responses along the

349box side is computed. Then, the score of the box

350S(Mo
1( p), Mo

2( q), w) is defined by:

SðM 1
o ðpÞ;M 2

o ðqÞ;wÞ ¼ min
k

lðkÞ ð8Þ
351352

353This fusion method, based on the minimum

354response, gives a weak score to boxes, which have a

355side that does not correspond to an edge. For each

356extremity pair (Mo
1( p), Mo

2( q)), the width w is varied

357and the one giving the highest score is selected. The

358final box is the one with the highest score among all

359possible extremity pairs and it is selected for further

360processing, if its score is higher than the threshold th1.

361Some results are presented in Fig. 9.

362This method gives quite good results for rectan-

363gular buildings and for SAR primitives with good

364position and size.

365

3665.1.2. Complex shape detection

367In the case of more complicated shapes, a different

368approach should be used. We adopted the strategy

369similar to the one of Roux and McKeown (1994),

370which is based on the detection of specific features.

371Here, we decided to focus on corners and to define a

372building as a set of joined corners.

Fig. 8. Selection of new extremity candidates (the search area

corresponds to the bold segment at each extremity Mo
i).

Fig. 7. Definition of the search area for each detected SAR

primitive.
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373 First of all, a set of candidate corners is detected

374 using the optical filtered edges. For each edge, two

375 corners are detected. As in the previous section, a

376 search area of length s2 is centered at each extremity

377 and the corner with the best score is selected. A corner

378 is defined as two intersecting edges (not necessarily

379 orthogonal to each other), the score of an edge is

380 defined as the mean of the edge detector responses

381 (as previously) and the corner score as the minimum

382 score along the two edges. The corners are filtered and

383 only the corners with a score above a threshold thc2 are

384 selected.

385 Secondly, a starting edge !so is detected in the same

386 way as before. Starting from this edge, a search area is

387 defined as previously but with a much bigger size sg,

388 since the building shape can be quite complicated. In

389 this case, the SAR primitive is often only a small part

390 of the building.

391 Starting from !so and its corners, a path joining a

392 set of corners is searched. To do so, a search tree is

393 built starting from a corner. Let us denote by ðMi;
!si;

394
!ti Þ a corner i (!si and !ti are the two short edges

395 defining the corner). The set of prolonging edges of

396 corner i is then detected. A corner j is said to

397 potentially prolong the corner i if the following

398 conditions are fulfilled:

399 � The projection of Mj on the line ðMi;
!ti Þ is close to

400 Mi;

401� !sj or !tj is parallel and with an opposite direction

402compared to !si —we will denote by !uj the

403concerned vector in the following;

Fig. 9. Results of the best rectangular box detection. The three circles at the end regions of each left edge of the buildings correspond to the

candidate extremities, which have been detected. The SAR primitive and the best box (building outline) are also shown.

Fig. 10. Example of building detection (white polygon) using the

corner search tree (the SAR primitive is also shown as a white line).
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404 � Denoting MiV ¼ Mi þ!si and MjV ¼ Mj þ!uj, then
405

!
MiMiV*

!
MjMjV < 0.

406

407 with * the dot product.

408 In the search tree, all the corner candidates are

409 sons of i and the tree is iteratively built. A branch

410 stops when a maximum number of levels is reached

411 or when the reached node corresponds to the root. In

412 the last case, a path joining the corners has been

413 detected. All the possible paths in the search tree are

414 computed and a score is attributed. Once again, the

415 path score corresponds to the score minimum of the

416 edges joining the corners. The best path gives the

417 searched building shape and is validated, if it is

418 higher than the threshold th2. An example is given

419 in Fig. 10.

420 6. Method evaluation

421 This section presents the results obtained on two

422 SAR images and the corresponding optical image.

423 First, the parameters involved in the method are

424 enumerated and their influence is analyzed and then

425 a quantitative and qualitative analysis of the results is

426 given.

427

428 6.1. Involved parameters

429 Concerning the first step of SAR primitive detec-

430 tion, there is only one parameter which is the thresh-

431 old thl on the line detector. As usual, this threshold

432 must be chosen to obtain a compromise between the

433 false alarms and the non-detections. Since the false

434 alarms (i.e. primitives which do not correspond to a

435 building) can be suppressed by the subsequent step in

436 the optical image, a choice minimizing the non-

437 detections is preferable, although it increases the

438 computing time, since more building detections will

439 be launched.

440 Concerning the building detection by a rectangular

441 box, the following parameters have to be set:

442 � The length s1 of the search area for the extremity

443 candidates of the box; this length should not be too

444 large, since it increases the wrong detections; it is

445 defined as a percentage of the length of the

446 considered edge;

447� The final threshold th1 of the box score; once

448again, a compromise between false alarms (boxes

449which do not correspond to a building) and the

450non-detections must be made; since the second

451method is launched in case of failure of the first

452one, a choice minimizing the false alarm rate is

453preferable.

454

455Concerning the building detection by complex

456shape, the following parameters have to be set:

457� The length s2 of the search area of the corners of an

458edge; it is defined as a percentage of the length of

459the considered edge;

460� The threshold thc2 of the corner score;

461� The size sg of the global area in which the building

462is searched; this size is also a percentage of the

463edge length;

464� The depth of the corner tree; it is only limited to

465reduce the computing time;

466� The final threshold th2 on the detected shape; this

467time, the final results are related on it.

468

469Instead of thresholding the detected shapes (th1 and

470th2), the scores could be used to define a confidence

471level associated to the detected building.

472

4736.2. Result analysis

474The results have been obtained with the following

475parameter set: s1 = 160% of the considered edge,

476th1 = 140 (on the Canny–Deriche responses stretched

477on a 255 dynamic between the minimum and max-

478imum values), s2 = 160%, sg = 500%, th2 = 130. Fig.

47911 shows the super-imposition of the buildings

480detected by the two approaches. The fusion method

481is based on a hierarchical application of the two

482proposed methods. In case of failure of the rectangular

483box detection method (score below th1), a corner

484search tree based method is launched. If the final

485score is high enough (above th2), the building is kept.

486The method has been applied on two SAR images

487of the same area but acquired with different incident

488angles (30j and 40j). Unfortunately, these angles are

489too close to give different results and the set of SAR

490primitives detected on both SAR images is very

491similar. Therefore, no conclusion about the influence

492of the incidence angle can be deduced.
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493 The quantitative analysis of the results is difficult,

494 since there are many small buildings in the concerned

495 area. Therefore, we made the analysis relatively to the

496 SAR primitives. The total number of SAR lines is 70.

497 The number of false alarms for this parameter set is 10

498 (a building is wrongly detected or the given shape

499 does not correspond to the true shape). It corresponds

500 to a false alarm rate of 14%. There are 40 SAR

501 primitives corresponding to building parts. Twenty-

502 two buildings are well detected, 8 shapes correspond

503 to building parts delimited by the roof and thus could

504 be used for height filtering and 10 buildings are either

505 not detected (too weak score) or detected with a

506 wrong shape. The detection rate of the second step

507 of the method is thus 55% and, if we include partial

508 detection, 75%.

509 In a more qualitative way, the following comments

510 can be made:

511 � The big building detection is difficult for many

512 reasons. First, the SAR primitives are disconnected

513and correspond to a small part of the building.

514Besides, the method based on the corner search tree

515has the following limitations: the limited depth of

516the tree (due to combinatorial explosion); the weak

517contrast of some building corners which are

518therefore not detected (threshold thc2); the limited

519size of the search area (sg, although quite large); the

520presence of roof structures which leads to partial

521detections.

522� The detection of middle and specially small

523buildings is rather satisfying since they often have

524a simple shape. Both methods give similar results

525except in the case of more complex shapes, but the

526rectangular box method is also less restrictive on

527the extremity detection. In both cases, the only

528criteria which are taken into account are the edge

529detector responses without verification of the

530region homogeneity. For both methods, the sur-

531rounding edges can lead to a wrong candidate.

532

5337. Conclusion and further work

534A first attempt to the simultaneous use of SAR and

535optical images for building detection has been pre-

536sented. The proposed approach exploits the specific

537properties of each sensor, one giving the potential

538localization of the building and the other one permit-

539ting the search of the shape in this focusing area.

540Many points could be improved. First, the SAR

541image could be used to validate the buildings detected

542in the optical image. Indeed, knowing the viewing

543direction and the building shape, the bright lines

544presence could be predicted and used as validation.

545Secondly, another approach for large buildings should

546be developed. For instance, the fusion score using the

547minimum operator could be relaxed to allow the

548detection of partial buildings, which could be merged

549at the end. Thirdly, the primitive SAR detection could

550be improved, for instance using a weaker threshold

551and a validation with the optical image.
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