Cours n°7 : codes polaires

Scribe : Charles Moury

Comment construire des codes qui permettent d’atteindre la capacité ?
En 2008, Erdal Arikan propose cette construction de codes qui atteignent la capacité
pour un grand nombre de canaux.

Propriétés de I'information mutuelle :

Rappel: (X,Y) ~ p(x,y)
I(X,Y) =H(Y)—H(Y | X)
=HX)-HX 1Y)

Définition : (X, Y, Z)
I(X;YZ)=H(Y|Z)-H(Y|X,Z)

Proposition :
o HXy .. X)) =Yr H(X; 1 X"1) ou X"t & (X, .0, Xioq)
o I(Xy, ., X V) =X I(X;Y | YD)

Preuve .
i H(Xll "-JXn) = _[E(Xl'_._’xn) [log(p(Xl, 'Xn))]
et log(p(Xy, ., Xu) = log (Iap (X; 1 X))

n
donc H(X4, ..., X)) = —Z Ex,,..x0) [log (p(Xi | Xt ))]

i=1
n
2 ZH(Xi | xi=1)
i=1

o I(Xy, .. Xn;Y)= HX™) —H(X™|Y)
= Z[H(Xi | X=1) —H(X; | ;X1

et H(X; | X7™1) —H(X; |V, X)) = 1(X;Y | X*°1)



Définition : Un canal Q(.].) a entrée binaire est a sortie symétrique s’il existe une
permutationm : y™ — y" telle que :
- =1

- VY, Q(y10)= Q) 1)

I-p
O———— 0
BSC: ><
1T1
1-p
O—— 0
BEC : >
E
1 l_p 1

Remarque: La capacité d'un tel canal est atteinte pour la distribution uniforme en
entrée :

1
argmaxyl(X,Y) = Bern (5)

Théoréme : (E. Arikan, 2008)

Soit Q un canal a entrée binaire et a sortie symétrique de capacité I, = 1(Q).
Soient0 < R < [jet0<e<1.
Alors il existe un code polaire de longueur N = 2™, n > 1, de taux R et tel que B," < «.

Remarque : PeN~0(e‘\m), la convergence asymptotique des codes polaires est

meilleure que celle des codes LDPC.
Néanmoins la constante de domination est tres grande et pour des mots code de petite
taile un code LDPC reste plus efficace qu’un code polaire.



Qu’est-ce que la polarisation ?
Elle transforme une famille de canaux moyens en une famille de canaux soit trés bons,
soit trés mauvais.

Voici la transformation fondamentale des codes polaires :

X1 Yq Uy
U,—=< Q — — Q |— (¥Y1.Y2)
X> Y, U,
U, Q (— — a+ |— (U, Y1,Y2)
« Combinaison de canaux » « Séparation de canaux »
Q — (Q7,Q7)

1
Uy, U, ~ Bern (E) i.i.d.

Proposition :
1L 1(U, Uy Y, Yy) = 1(Xy, Xo 510, Ys)
2. 1(X1,X;;Y,Y,) = 21,
3. (U, Uy;Yy,Y) = 1(Uy; Yy, Ys) + 1(Us; Uy, Yy, 1)

Preuve:

2.1(X, X5 511, Y5) & H(Yy,Yy) — H(Yy, Yy | X1, X5)
=H)+HY,) — H(Y, | X1,X,) —H(Yz | X1, X5, Y1)
= I(X1; Y1) + I(Xzi Yz)

et I(X;; Y1) = 1(Xy;Y,) =1,

donc (X1, X, ;Y Yy) = 2,

3. [(U, Uy Y, Yy) = I(Uy 5 Yy, Vo) + 1(Uy 5 Yy, Yo | Uy)
or [(Uy;Y, Y, 1 Up) = H(Uz 1 Uy) — H(Uz | UL Yy, Y3)
et H(U, | U;) = H(Uy)

donc 1(Uy, Uy ;Yy,Ys) = 1(Uy; Yy, Yy) + 1(Uy; Uy, Yy, Ys)



Retour sur la séparation des canaux :

Remarque : U, correspond a une randomisation au niveau du bruit, c’est une variable
interne de Q.

Q™:U; » (1, 17)
Q" : U, » (U, 1y, 1)

Ur— Q@ — Y1
Y,
Ul 7 Q — Uy — Q — YZ
Y,
U, Qa |— v — a -1
Légende des variables :
mmm variable "interne" au canal U,— aQ Y

mmm cnirée

= SOTtiE

(U1, Uy Y1, Y,) = 1(Uy; Yy, Vo) + I(Up; Uy Yy, Y,) = 1(QF) +1(Q7) = 21
1Y +100) _
2

Don I

Q%) = I(Uz ;UL Y, Yz) 2 [(UpYy) + - =1y +-donc 1(Q™) = I,
DemémeI(Q™) < I,
D'ou I(Q7) <1, <I1(Q")



Itération de la transformation fondamentale :

Q - (Q_' Q+) - (Q__' Q_+; Q+_; Q++) - etc.

2iéme jtération: (Q~,0%) - (Q~~,0°%,07,Q0*™")

X1

Ul_q}(.i Q —— Yl
X3

Us; P Q — Y3
X>

U, D4 aq — Y2
Xy—

U4_ Q - Y4_

Cas général : (X4, ..., Xon) = (Uyq,...,Uyn) (

= (Xl,XZ,X3,X4) = (U1,U2, U3, U4_)

Qn
1)

niéme jtération :{le"’2 """ bn; b; € {+, —}}

Lemme (du progreés garanti) :

Ve, 0<e< 1,36 >0telquesil(Q) € (5,1 —¢),
Alors |1(Q*) — I1(Q7)| > & et £(6) HO

Q")

1Q7)

1(Q)

—

= O O

il ol == =]

A



Théoréme :
Soite > 0.
On définit :
1
Kn+ — 2_n#{Qb1,b2 ..... bn, I(prbz»-ubn) 2 1 _ E}
1
Ko™ = o #{QUMP2ob, [(QPerb) < )
1
K, = Z_n#{le,bz,...,bn, e < [(QPvhabn) < 1 — ¢}

Preuve :voir note sur la polarisation

Codage/Décodage :

-  Fixere > 0.
- Choisir N = 2™ grand.

- Ordonner les canaux:1 = I(Q;) ... = I(Qy)

- Considérer les canaux : I1(Q;) = 1 — € et envoyer de 'info sur les bits d’entrée
correspondants et « 0 » sur les bits d’entrée des mauvais canaux.

Décodage successif :

7 Q(Yl'""YZn | Ul == O) _

YTQ e Yo NU;=1) T

si: Uygelé >U, =0
, siLy >1alorsU; =0
sinon : !
sily<1lalorsU; =1

QY. Yo, U 11U, =0)

2

si: Uygelé U, =0
, siL,>1lalorsU, =0
sinon : {" _z
Ssil, <lalorsU, =1

Complexité : O (Nlog (N))

QWY e, Yo, U U, =1)

Ly



