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Side-Channel Security.

How Much Are You Secure ?
Mrs. Gerber’s Lemma and Majorization

Side-Channel Analysis (SCA)

noisy measurement
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§ Preprocessing:

- filtering
- denoising w/ wavelets
- time/freq. analysis

moments: /.. 0. clc.
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(Distinguisher (D):
- extract link w/ a model
- for many possible keys

leakage
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Countermeasure : Boolean Masking (BM)

sensitive info: X (7, K) € ¢ masks M; € ¢, for 1 <i<d Masked

\ / device

sharing function

Linkage property,
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for example, in BM: :
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distinguisher CDfpt: K = arg Maxxgeg Zle log (®f:o P(Yq(i)|-) (X (g, K)) )

On-line attack

Rationale of Masking
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SCA Metrics

Definition (SCA metrics)

There are two main metrics to evaluate SCA :

1. SR = Ps(K|Y) the probability of successfuly guessing the secret key ;
2. G(K|Y) the average number of trials to guess the secret key.

Mrs. Gerber Lemma (MGL)

This result 1s known as **Mrs. Gerber’s Lemma” in honor of a
certain lady whose presence was keenly felt by the authors at the time
this research was done.

Lemma (Revisited Extended MGL [5, 3])
For |G| = 2",

d
I(X,Y) < ¢ (H @_I(I(X;,Y;)))
i=0

where ¢(x) = log(2) — h(+5%) and the product is taken only over I(X;; Y;) < log 2.

Theorem (MGL for Rényi-Information of order 2 [4])

d
13(X;Y) < log (1 + H (exp (15 (Xi: Y,-))—l))

=0

Theorem (MGL for Maximal Leakages [1])

Let p; = exp(—Hxo(Xj)), without loss of generality we assume pg < p1 < ... < pg. Let

k=|py*, r=max{ilp; < £}.
( r

—log(z=7 + o1 [T((k+1)pi - 1)) ifris even,
Hoo(X) = < S =0 o

— Iog(m + k-1 H((k + 1)9: — 1)) ifris odd.
\ j=0

Number of Traces
Theorem (Masking Security [2])

For alphabet size M = 2",
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Theorem (Alpha-Rényi Information of order 2 [4])

1
o )
log (1 + TTLo(e5™ — 1))

Theorem (Maximal Leakages [1])

At high noise,
’bqlpig - ].
m =

- Cd H:jzg loo(xf; YI)
where Cq = (M — 1)(In2)? if d is odd and (In 2)9 otherwise.

Evaluation
Direct attack Cherisey =---  Ours+Cherisey
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(@) HW, 02 =22, d = 2

(b) Isb, 0 =22, d =2

Figure: Extending Ml bounds to concrete security bounds.
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