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ABSTRACT

Hick’s law is a key quantitative law in Psychology that relates reaction time to the logarithm of the number of stimulus-response alternatives in a task. Its application to HCI is controversial: Some believe that the law does not apply to HCI tasks, others regard it as the cornerstone of interface design. The law, however, is often misunderstood. We review the choice-reaction time literature and argue that: (1) Hick’s law speaks against, not for, the popular principle that ‘less is better’; (2) logarithmic growth of observed temporal data is not necessarily interpretable in terms of Hick’s law; (3) the stimulus-response paradigm is rarely relevant to HCI tasks, where choice-reaction time can often be assumed to be constant; and (4) for user interface design, a detailed examination of the effects on choice-reaction time of psychological processes such as visual search and decision making is more fruitful than a mere reference to Hick’s law.

Author Keywords

Hick’s law, the Hick-Hyman law, stimulus-response, choice reaction time, information, uncertainty, logarithm, convexity

CCS Concepts

\textsuperscript{+}Human-centered computing → HCI theory, concepts and models;

INTRODUCTION

Together with Fitts’ law [13], Hick’s law, or the Hick-Hyman law [20, 21] was first introduced to human-computer interaction (HCI) by Newell, Card and colleagues [6, 33] in the early 1980s as a contribution of psychology to the design of human-computer interfaces. In Chapter 2 of The Human Information-Processor [6, p.27], they describe Hick’s law as the time $T$ a person takes to make a decision among a set of $n$ choices:

$$T = a + b \times H$$

where $a$ and $b$ are empirically determined constants and $H$ is the uncertainty captured by the information-theoretic notion of entropy, defined\textsuperscript{1} by

$$H = \log_2 n$$

when the $n$ choices are equally probable or by

$$H = \sum_{i=1}^{n} p_i \log_2 (1/p_i).$$

when the $n$ choices have different probabilities of occurrence $p_i$. Thus increasing the stimulus uncertainty increases decision time.

The rationale behind the use of entropy is to consider the human mind, in light of Shannon’s theory, as a communication system that transmits information from input (sensory and perceptual processes) to output (overt responses) [44]. Information theory was popular among experimental psychologists in the 1950s as a tool to investigate human performance in various tasks, notably Hick and Hyman’s choice reaction time [20, 21] and Fitts’ speed-accuracy trade-off when executing aimed movement [13].

The choice-reaction paradigm is a classic topic in the study of human performance that continues to be relevant to contemporary psychology. Many models, among Hick’s law, have been developed to describe the time it takes to respond to a given stimulus, including accumulation [37] and memory-based models [2]. Proctor and Schneider [36] provide a comprehensive review of these accounts. In this paper, we focus on the use of Hick’s law and the choice-reaction paradigm in HCI given its interesting position in the community:

- While the law is ignored in many HCI textbooks [38, 45], it is taught in HCI classes as one of the few quantitative laws in psychology. We interviewed a few HCI professors on their understanding of Hick’s law and received replies such as “it’s about response time”, “decision making time”, “I have two slides about the law, adapted from the slides by someone else”, “I teach it but I don’t feel 100% comfortable about talking about it”.

- Conceptually, it is often regarded as a fundamental law of interface design. It appears in design books, e.g. Lidwell et al. [25], and numerous on-line articles discussing how understanding Hick’s law can improve interface design, e.g. Nikolov [34] or Sauro [41]. It has been claimed to

\textsuperscript{1}Note that in the book [6, p.27], the formulas are presented as $\log_2 (n+1)$ and $\sum_{i=1}^{n} p_i \log_2 (1/p_i + 1)$ respectively. A more detailed discussion about $n$ vs. $n + 1$ can be found in [48].
apply to a large number of contexts, including menu design, device settings and road signs. Essentially, when faced with a set of choices, designers are guided by this “Hick-based” design principle with the concept less is better, i.e. it is better to split the set of choices into smaller categories, instead of overwhelming users with all choices at once.

- In practice, the law has not seen many successful applications. Only a few HCI studies have capitalized on Hick’s law, e.g. Soukoreff & Mackenzie [49]. In 2005, Seow [43] compared Hick’s law and Fitts’ law, two major information-theoretic laws, and examined the possible reasons, such as the complexity of computing information measures, for the failure of Hick’s law to gain momentum in the field. Nevertheless, few studies have incorporated Hick’s law into their work since then, e.g. Cockburn et al. [9].

The lack of comprehensive understanding of Hick’s law may explain why many HCI researchers have not ventured to apply it to interaction tasks. Furthermore, there seems to be different definitions of Hick’s law. While for psychologists the law exclusively has to do with the choice-reaction paradigm, HCI researchers seem to apply it whenever choices are presented to the user, including for visual search time, e.g. [23, 28, 50], decision time, e.g. [9] or reaction time, e.g. [39]. Does the law really apply to these settings?

The goal of this article is to dispel some misunderstandings about Hick’s law in HCI studies by providing a clearer picture of the choice-reaction paradigm. First, we revisit the historical context of the choice-reaction paradigm in psychology and re-examine HCI studies that have used Hick’s law. We demonstrate that a number of logarithmic-time phenomena observed in HCI are not explained by Hick’s law; We argue that choice-reaction time does not always scale logarithmically with the number of choices – it can often be considered constant. We then further examine the so-called “Hick-based” design principles using a mathematical analysis and show that they cannot be justified by Hick’s law. We conclude with the practical implications for HCI of this new look at Hick’s law.

**CHOICE-REACTION TIME IN PSYCHOLOGY**

There is a long tradition in psychology of studying the choice-reaction paradigm. In this section, we review these studies and attempt to clarify the definition of Hick’s law.

**Before Information Theory**

The first results on reaction time (RT) are due to Helmholtz [18], the famous physician/physicist of the nineteenth century. He determined that signals travel the nervous system at about 60 m/s. That the observed RT was longer than the calculated signal traveling time suggests that humans were not simply hard-wired and that time was required for additional perceptual and cognitive processes (“perceiving” and “willing”). By the end of the nineteenth century and early twentieth century, three other important results were known:

- Donders [12] introduced the three-class taxonomy of reaction time that is still in use today: simple reaction time is the time it takes to react, with a predetermined response, to the onset of a stimulus whose identity is known in advance but whose time of occurrence is uncertain; choice-reaction time is the time it takes to react to the onset of one of several possible stimuli, following a given stimulus-response mapping rule; and go-no-go reaction time is the time it takes to respond to a stimulus that may or may not occur at a predetermined point in time. Donders showed that simple RT was the shortest and choice RT the longest.

- Merkel [29] performed an experiment showing for the first time that choice reaction time varies as a smooth monotonic function of the number of alternatives: the larger the set of stimuli, the longer the RT.

- Many psychologists have attributed the “RT phenomenon” to such causes as the division of attention or a reduction in the effective intensity of the stimulus without providing a quantitative theory. Blank [3] was the first to postulate a logarithmic relationship between reaction time and the number of alternatives but did not give further explanation.

**The Information Analogy: Hick & Hyman**

Hick’s work was strongly inspired by Hick & Hyman’s results. In fact one could say that Hick did nothing but replicated Merkel’s experiment and used a logarithmic scale for the x-axis rather than Merkel’s linear scale. This would miss an important point: Hick’s contribution is conceptual rather than experimental. Using the information-theoretical rationale that was popular at the time, Hick interpreted this logarithmic curve by considering the human as a channel of information transmission [20]. Accordingly, reaction time is seen as resulting from the uncertainty of the stimulus, which can only be processed at some maximum rate. The information rationale had an immediate effect: if the “information” – in layman’s sense – mattered, then all the ways in which information could be varied should matter (e.g. the frequency of each stimuli should matter). This introduced new ways of testing the relationship between choice reaction time and the “information” provided by the stimulus.

Hick [20] conducted three experiments with the same apparatus: ten lamps were arranged in an irregular circle and connected to a device that was coded to light up a random lamp every 5 seconds [19]. Each of the participants’ fingers was connected to a Morse key2 corresponding to a lamp. The relationship between the keys and lamps was predetermined. The participants’ task was to press the key corresponding to the lamp that lit up. Both stimulus presentation and response were recorded in binary code by moving paper. A uniform distribution of stimuli was used.

The first experiment was carried out to confirm the fitness of \( \log(n+1) \) to reaction time \( RT \), rather than \( \log n \), which is the entropy formula accounting for equally probable choices in information theory [44]. Hick himself served as the only participant in the first experiment, varying the number of stimuli from 2 to 10. He trained himself over 8,000 trials before the experiment and removed incorrect reactions, therefore the transmitted information equals the entropy of stimuli. As

2 Also known as telegraph key: a switching device used primarily to send Morse code.
noted, he found that \( a + b \times \log(n + 1) \) gave a better fit than \( a + b \times \log n \).

The second experiment, which included the author and another participant, investigated reaction time in the case of incomplete information transmission. Both participants were well trained before the experiment and were instructed to make errors, which were included in the analysis. Hick estimated the joint probability distribution between the stimuli and the actual reactions and computed the transmitted information. Then he introduced the notion of degree of choice \( n_e \) where \( I(X;Y) = \log n_e \), and showed that in the case of partially transmitted information, \( \log(n_e + 1) \) also provided a better fit than \( \log n_e \). He therefore concluded that “the amount of information extracted \( R \) is proportional to the time taken to extract it, on the average”, where \( R \) is defined as

\[
R = \log(n + 1) \quad \text{or} \quad R = \log(n_e + 1)
\]

with \( n_e = n \) if no errors are made and all information gets transmitted. The term “+1” accounts for the participants’ uncertainty about the “no stimulus” condition. If \( RT \) is proportional to \( R \), then the rate of information gain is constant.

Hick plotted his data as a function of the number of alternatives (\( n \) or \( n_e \)) and did not explicitly postulate a linear relationship between choice reaction time \( RT \) and the transmitted information \( R \). In 1953, Crossman [10] used a card-sorting task and plotted data as a function of \( R \). The same year, Hyman [21] also plotted data as a function of \( R \) and suggested that a linear function of stimulus information within the range of 0 to 3 bits could be considered.

Hyman [21] varied the entropy of the stimuli in three ways:

- by changing the total number \( n \) of stimuli (Hick [20], Merkel [29]). In this case, uncertainty increases with the number of stimuli;
- by changing the probability that each stimulus is indeed activated. The more similar the probabilities, the higher the uncertainty. In the limit case, when all the stimuli are activated with equal probability, uncertainty reaches its maximum value of \( \log n \);
- by establishing “grammar rules”, i.e. introducing conditional probabilities between successive stimuli. For example, if stimuli \( B \) is activated, then it is certain that stimuli \( D \) will be activated next.

**Choice Reaction Time: Results**

After Hick’s and Hyman’s respective experiments, a number of studies measuring reaction time in a choice-reaction task were reported. Here we summarize the main results.

\[
I(X;Y) = \sum_x \sum_y p(x,y) \log \frac{p(x,y)}{p(x)p(y)} = H(X) - H(X|Y)
\]

where \( p(x,y) \) is the joint probability distribution of \( X \) and \( Y \), and \( p(x) \) and \( p(y) \) are the marginal probability distributions of \( X \) and \( Y \), respectively.

**Choice Reaction Time: Context**

Most studies were conducted with the goal of measuring choice reaction time on very simple tasks, such as responding to bulbs lighting up by pressing keys (Hick [20]) or through speech (Hyman [21]). It is not clear how well the logarithmic relationship between time and information holds for more complex tasks that potentially require a lot of decision making. One exception is given by Crossman [11], who investigated card sorting and found results consistent with the rest of the literature.

**Measuring Information: Entropy or Mutual Information?**

It has consistently been found that for a range between 1 and 3 to 4 bits, choice reaction time increases linearly with stimulus entropy, irrespective of whether the number of stimuli \( n \), the probability associated with each stimulus, or the sequential dependency between consecutive stimuli is being manipulated. However, whenever the number of choices becomes larger, it seems that reaction time is consistently over-estimated. In fact, Fitts & Posner [16] indicated that whatever the number of possible stimuli, reaction time will seldom exceed 1s. Fitts et al. [15] showed that the response to very low probability alternatives is faster than predicted by the law. On the other hand, Pollack [35] found that the linear relationship extends to about 10 bits in a task where words had to be named. The actual range where the relationship holds is thus very dependent on the actual task.

Reaction time is underestimated by Hick’s law when many mistakes are made by the participant. Fitts [14] reported that beyond 0.6 bits of equivocation\(^4\), the loss of information resulting from errors increases faster than the temporal gain allowed by increased response speed. From now on we use the term *stimulus uncertainty* rather than the vague term of “information” to characterize the stimuli.

**Effect of Stimulus-Response Compatibility**

Stimulus-Response (S-R) compatibility was introduced in psychology to characterize the fact that it is easier to respond to a stimulus using certain responses than others. If the stimulus is coded in terms of digits appearing on a screen, it is for example much easier for someone to call out the corresponding digit than, say, to call a letter or another digit out. It has repeatedly been found that the better the S-R compatibility, the shallower the slope relating reaction time to stimulus uncertainty. In fact, whereas Hick’s light and key experiment reports rates of about 200 ms/bit, there are many cases where the slope approaches 0 ms/bit (Fig. 1). This is the case for Leonard’s experiment [24] in which the subject rested his fingers upon vibrators and pressed the vibrator that was activated, or Mowbray’s experiment [30] where subjects reacted to the visual presentation of Arabic numerals by merely reading them aloud. In such cases, which correspond to extremely high levels of S-R compatibility, there is virtually no effect of stimulus uncertainty on reaction time.

\(^4\)Equivocation \( H(X|Y) \) (see Equation 4) quantifies the uncertainty due to the presence of selection mistakes only. It can be computed as the difference between stimulus entropy and mutual information.
Indeed, as Fitts and Posner pointed out [16], anything that decreases the spatial or energy correspondence between input and output, therefore reducing compatibility, increases the slope. This principle is of obvious relevance to interface design; designers should strive to maximize S-R compatibility.

**Effect of Learning**

The effect of learning is very similar to that of S-R compatibility. When participants are heavily trained, the effects of the uncertainty of the stimulus and even of S-R compatibility can be reduced so that reaction time is almost constant, regardless of the number of items. Mowbray’s experiment [31] showed that reaction time for choices among up to 10 possibilities could be reduced to that of a two choices alternative when a subject practiced a key-press task for a period of 6 months. Although this is somewhat questioned by Welford [48], it is clear that practice will significantly reduce the slope: Knight & Dagnall [22] reported slopes dropping from 73 ms/bit to 23 ms/bit after two months of practice. Seibel [42] reported that there is almost no difference in reaction time between responses to 31 (5 bits) or 1,023 (10 bits) stimuli after more than 75,000 trials.

**Clarifying Hick’s law**

It is clear at this point that Hick’s law is much more complicated than Card et al.’s description [6] would suggest. It is not just that learning, S-R compatibility and stimulus uncertainty all affect choice reaction time – these factors strongly interact with one another. For example, if one wishes to modify uncertainty by changing the probabilities of activation of each stimulus, then the subject has to go through an extensive learning phase, as discussed by Hyman [21]. Yet, she will inevitably improve her skill in the matter of the experiment, leading to a reduction of the slope.

Similarly, good S-R compatibility is usually desirable, otherwise one faces a poor design. However, this makes the effect of Hick’s law harder to grasp, as the influence of stimulus uncertainty is then highly reduced.

Finally, learning does not affect all experiments in the same way. The highest rates are usually found with experiments using words. This is not necessarily because S-R compatibility is particularly good, but rather because reading and remembering words is a highly over-learned task, which we train daily. What can we say about Hick’s light-key association task? Is this a completely new task, or are we somewhat familiar with it?

Instead of simply using Card et al.’s description [6] that Hick’s law relates decision time to a set of choices, we propose the following, a more comprehensive version of Hick’s law:

The choice reaction time for users performing a simple task grows linearly with the stimulus uncertainty, measured by entropy, in the range of 1 to 4 bits. The higher the S-R compatibility and the heavier the training, the shallower the slope. With appropriate learning, the effects of S-R compatibility and stimulus uncertainty can be reduced to almost zero.

**THE CHOICE-REACTION PARADIGM AND HCI STUDIES**

In this section, we revisit the HCI applications that have used Hick’s law (see Table 1), comparing them with the choice-reaction paradigm in psychology and outlining the discrepancies in the use of the law. We argue that (a) Hick’s law has often been misused in HCI and (b) it is in fact largely irrelevant for HCI tasks.

---

Figure 1. Reaction time as a function of stimulus uncertainty in different tasks. Constant reaction time: J [24], G [30], I [31]; Larger slope: F [20], B [4]. Taken from Fitts & Posner [16, p.105].

Figure 2. Time segmentation in the classic stimulus-response paradigm of psychology. $t_0$ denotes stimulus onset, and $t_1$ and $t_2$ denote the response onset and termination, respectively. These three time markers make it possible to distinguish the response latency (RL), the response duration (RD), and the task completion time ($TCT = RL + RD$). While most reaction-time experiments are designed so that RD occupies a negligible portion of $TCT$, in more realistic settings (see Table 1) more often than not it is the RL that is relatively short.
with we have seen earlier, there are three types of reaction time: latency, completion time, and response duration. Despite the fact that reaction time is logarithmic, as shown by Landauer and Nachbar [23], anything that involves a stimulus-response (S-R) paradigm where movement time or typing the letter a when it is time to type the letter a. We rarely ask participants to select item 10 when 4 is lit up or type the letter m when a is the stimulus. In a way, the S-R compatibility in psychology studies is never an issue in HCI.

As we have seen from the literature, we can expect a very shallow slope of Hick’s law.

To illustrate this point, we reanalyzed data from Roy et al. [39] and Liu et al. [26] where a simple command selection task was carried out. In Roy et al. [39], participants had to select a highlighted command by touching the screen of a tablet with a predetermined finger in the Glass condition vs. one of several fingers in the Glass+Skin condition. In Liu et al. [26], participants were instructed to move the mouse pointer to hit a highlighted stimulus among several commands. The finger or the pointer was rested on a designated area at the beginning of each trial. In both cases, reaction time was measured between highlight onset and the first move of the finger or pointer. Fig. 3 shows the plot of reaction time as a function of stimulus uncertainty. The slope of Hick’s law is very small: 32ms/bit in the Glass condition, 8ms/bit in the Glass+Skin condition and 4ms/bit for command selection [26].

A recent study by Wright et al. [51] also demonstrates that when stimuli are spatial and linked to the responses in an intuitively simple layout, reaction time minimally depends on the number of alternatives. In a mode-switching study using the non-preferred hand, Ruiz et al. [40] report a logarithmic relation between the number of modes and reaction time but do

### Decomposition of Time Measures

The first source of confusion is the notion of *reaction time*. As we have seen earlier, there are three types of reaction time in psychology and the Hick’s paradigm falls into the second category: *choice-reaction time*, where response follows a certain stimulus-response mapping rule that requires learning. However, this notion has often been misunderstood and misused in HCI to interpret the time one takes to react to *anything*.

If we consider the stimulus-response paradigm from a measurement perspective, given a certain task, we typically face three time marks (Fig. 2): Stimulus-onset time $t_0$, Response-onset time $t_1$, and Response-termination time $t_2$, allowing the calculation of three relevant time durations: $RL$ (Response Latency) $= t_1 - t_0$, $RD$ (Response Duration) $= t_2 - t_1$, and the total task completion time $TCT = t_2 - t_0$. $RL$ is the time it takes to complete a sequence of covert, unobservable mental processes, whereas $RD$ is the time it takes to complete an overt response such as a hand movement or a vocal utterance. The previous section established that Hick along with other psychologists measured the choice reaction time tasks where $RD$ was extremely short (time to push down a key) compared with $RL$ (time to make the decision of which key to press down). In contrast, all the HCI studies in Table 1 assume a stimulus-response (S-R) paradigm where movement time $MT$ (i.e. $RD$) contributes a relatively large portion of task completion time. Despite the fact that $RL$ involves different mental processes in these studies, such as stimulus identification, visual search (e.g. [23, 49]), memory search, or decision to respond (e.g. [9]), the authors of these studies attributed these phenomena to Hick’s law.

In fact, some of these phenomena can indeed be explained by a logarithmic function of the number of stimuli, but attributing them to Hick’s law is a very unfortunate conflation between the formula and the law. For example, visual search in a hierarchical structure is logarithmic, as shown by Landauer and Nachbar [23]. Anything that involves a *divide and conquer* strategy can be logarithmic (e.g. Cockburn and Gutwin [8] show that scrolling time in an alphabetically organized menu is logarithmic). In many cases, this has nothing to do with Hick’s law.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Stimuli</td>
<td>Random</td>
<td>Random</td>
<td>Ordered</td>
<td>Random</td>
<td>Keyboard</td>
<td>Random</td>
<td>Random</td>
<td>Mode switch</td>
</tr>
<tr>
<td>Participants</td>
<td>Trained</td>
<td>Trained</td>
<td>All</td>
<td>Users from block 2</td>
<td>Novices</td>
<td>Novices</td>
<td>All</td>
<td></td>
</tr>
<tr>
<td>Distribution</td>
<td>Uniform</td>
<td>Non-uniform</td>
<td>Uniform</td>
<td>Uniform Zipfian</td>
<td>Uniform</td>
<td>Uniform</td>
<td>Uniform</td>
<td></td>
</tr>
<tr>
<td>Stimulus Uncertainty</td>
<td>Up to 3.32 bits</td>
<td>Up to 2.81 bits</td>
<td>Up to 4 bits</td>
<td>Up to 3.58 bits</td>
<td>4.75 bits</td>
<td>4.75 bits</td>
<td>Up to 2 bits</td>
<td>Up to 3 bits</td>
</tr>
<tr>
<td>Measure</td>
<td>MI</td>
<td>Entropy</td>
<td>Entropy</td>
<td>Entropy</td>
<td>Entropy</td>
<td>Entropy</td>
<td>Entropy</td>
<td>Entropy</td>
</tr>
<tr>
<td>Formula</td>
<td>$\log(n+1)$ or $\log(n+1)$</td>
<td>$\log(n)$ or $\log(n)$</td>
<td>$\log(n)$</td>
<td>$\log(n)$</td>
<td>$\log(n)$</td>
<td>$\log(n)$</td>
<td>$\log(n)$</td>
<td>$\log(n)$</td>
</tr>
<tr>
<td>Results</td>
<td>Log</td>
<td>Log</td>
<td>Log</td>
<td>Log</td>
<td>Log</td>
<td>Log</td>
<td>Log</td>
<td>Log</td>
</tr>
</tbody>
</table>

Table 1. A comparison of Hick 1952 [20], Hyman 1953 [21] and HCI studies that used Hick’s law (MI: Mutual information; VS: Visual Search).
There are also tasks that we have become experts at, such as responding to Arabic numerals by reading them aloud [30], and searching in a hierarchical menu [23] or any phenomenon can lead to a logarithmic function, such as visual and choice-reaction time can be assumed to be constant. Many phenomena can be considered as experts in the choice-reaction paradigm.

Differences between Novices and Experts
The third confusion has to do with the notion of learning. In HCI studies, an important issue is whether Hick’s law applies to novice users, e.g. [28], expert users, e.g. [9], or both, e.g. [50]. Seow points out that Hick’s law appears suited in predicting novice performance only [43]. As argued before, we believe that, once again, it depends on the task, S-R compatibility and practice.

In his experiments, Hick trained participants with more than 8000 practice trials whereas in Hyman’s experiments, more than 15,000 trials were registered, yet there was still a slope in choice reaction time. In a way, the participants in Hick’s and Hyman’s experiments were trained enough to internalize the mapping between the lamp and the key (Hick) and between the lamp and the word (Hyman), but not trained enough to completely eliminate the effect of uncertainty on RT. Indeed, as shown in the previous section, later studies confirmed that an extremely well-trained participant can react in short and almost constant time regardless of stimulus uncertainty [31]. There are also tasks that we have become experts at, such as responding to Arabic numerals by reading them aloud [30], and tasks that require very little information processing, such as pressing the key that is felt to vibrate under one’s fingers [24].

In HCI studies, the learning effect often comes from a new interaction technique and/or task, but does not, most of the time, come from the mapping between stimulus and response due to the extremely good S-R compatibility. Therefore, all users can be considered as experts in the choice-reaction paradigm.

Summary
Comparing the historical context of the choice-reaction paradigm and the use of Hick’s law in HCI studies, we show that Hick’s law is of little relevance to most HCI applications and choice-reaction time can be assumed to be constant. Many phenomena can lead to a logarithmic function, such as visual search in a hierarchical menu [23] or any divide and conquer strategy. Therefore observing a logarithmic relationship is not sufficient to attribute the underlying phenomenon to Hick’s law.

HICK’S LAW AND DESIGN
In this section, we further examine the use of Hick’s law, or rather of a logarithmic function, in the design community to justify the need to display as few items as possible. Unlike controlled experiments where the stimulus is explicit, in this scenario the stimulus is implicitly defined by the user’s goal of selecting one item among a set. Attaining this goal might involve user behaviors different from those typically needed for a simple reaction, e.g. visual search for a single item, or finding matching pairs of items.

Based on a mathematical analysis, we first show that the “Hick-based” principle put forward in the design community is unduly justified by Hick’s law. Then, we build on the previous discussions and suggest that, in spite of the complexity of the psychological processes behind response latency RL (Fig. 2), we can advocate a simple design strategy, on the premise that RL is either convex or concave. This leads us to a general design principle for Response Latency RL that goes beyond, and therefore includes, Hick’s law and simple reaction.

The Hick-based Design Principles
In the design community, Hick’s law is interpreted as a general design guideline, which we refer to as the “Hick-based design principle” in this article. In the book Universal Principles of Design [25], Lidwell et al. state that “Designers can improve the efficiency of design by understanding the implications of Hick’s law” (p. 120). Similarly, in a Web entry titled “Hick’s law: Making the choice easier for users”, Soegaard [46] writes that “Understanding Hick’s law means you can design so that more users will visit and stay on your website”. Wang [47] states that “Essentially, Hick’s law provides a general guideline for the design and use of hierarchical menu structures. This is consistent with the study [23] showing that users do not consider each choice one by one. What they normally do is to subordinate the choices into categories, and choices in each category are further divided. The resulting structure will be a tree, which can help users to make a quicker decision.”

Ali & Liem [1] claim that “Within the context of design, Hick’s law promotes the use of design methods to simplify decision-making in situations where designers are presented with multiple options. In practice, it has fundamentally proven to be effective in the design of menus, control display, way finding layout.”

Hick’s law is also invoked in guidelines for designing applications for mobile devices [32], visualizations [17] and spreadsheets [7]. It seems that Hick’s law is a magical formula in the design community and is widely used to rationalize two principles: (a) Minimize the number of choices; and (b) Categorize choices, instead of overwhelming users with all choices at once. In the next subsection, we use a simple car website scenario to see whether these Hick-based design principles hold.
The Concavity of the Logarithm Contradicts the Hick-based Design Principle: Car Website Scenario

We consider the following problem, where a designer has to display all \( N = 32 \) items on some website (Fig. 4). We compare the \( RL \) predicted by Hick’s law for three different strategies of the designer.

1. The designer displays the \( N \) items on the same page. Following a direct application of Hick’s law, \( RL \) is given by

\[
RL = a + b \log_2(32) = a + 5 \times b. \tag{6}
\]

2. The designer splits the \( N \) items randomly on, say, 4 pages. Choosing one item from one page takes

\[
rl = a + b \log_2(8) = a + 3 \times b. \tag{7}
\]

This is the time to choose one item, or no item at all for one page. The person choosing the item will not always find the item in the first page; on average he has to go through 2.5 pages before finding the right item. Hence \( RL \) is given by

\[
RL = 2.5 \times rl = 2.5 \times a + 7.5 \times b. \tag{8}
\]

3. The designer splits the \( N \) items on, say, 4 pages, according to 4 exclusive categories, i.e. if an item belongs to one category, it cannot belong to another. In that case, the person choosing the items will first choose a category, then an item within that category. Direct application of Hick’s law gives

\[
RL = a + b \log_2(4) + a + b \log_2(8) = 2 \times a + 5 \times b. \tag{9}
\]

As a result, the optimal strategy according to Hick’s law consists of displaying all the items at once on the same page, contrary to the design principle that choices should be categorized.

The following general result holds. When there are \( N \) items to be displayed that can be separated into \( k \) subgroups, applying Hick’s law leads to the following:

- It is never advantageous to split elements into uncategorized subgroups of equal sizes. The average \( RL \) for selecting an item from \( N \) items, equally categorized into \( k \) subgroups is given by

\[
RL = \frac{k+1}{2} \left[ a + b \log(N/k) \right], \tag{10}
\]

which generalizes Eq. (8). Since \( \frac{k+1}{2} \) is obviously larger than 1, the question thus becomes whether the inequality

\[
\frac{k+1}{2} \log(N/k) \geq \log(N) \tag{11}
\]

is true or not. It can be shown\(^5\) that for \( N \geq k^{\frac{k+1}{k}} \), Ineq. (11) is true.

- It is not advantageous, or at best useless, to split elements into categorized subgroups of equal size. Indeed, since \( N = k \times \frac{N}{k} \), \( \log N = \log k + \log N/k \), so that

\[
RT = a + b \log(k) + a + b \log(N/k) \tag{12}
= a + (a + b \log N). \tag{13}
\]

This generalizes Equation (9). Assuming there are \( m \) nested categories, we must ultimately pay the price of an additional \( (m-1)a \) seconds on \( RL \).

The conclusion of this small example is that Hick’s law—which, for the argument, we assume here to apply to the design problem under consideration—actually suggests displaying as many items as possible, which is contrary to common sense and our general experience. Hence, the design principle cannot be justified by Hick’s law, nor by any other logarithmic \( RL \) function.

There are many different phenomena taking place when a user is investigating the items, which are far more complex than simple stimulus response. For instance, if one were to examine visually one item after the other before initiating a response, \( RL \) would increase linearly with \( N \) [48]. If one were to compare a pair of items among a set of size \( N \), time would likely increase quadratically, since there are \( N(N-1)/2 \) possible pairs.

\(^5\)This is valid for all practical cases, since as \( k \) grows large, this condition becomes \( N \geq k \). With our previous example, \( k = 4 \) and we get \( N \geq 10.08 \).

---

\[ \text{Figure 4. A designer (a) displays all 32 items on the same page; (b) splits 32 items randomly on 4 pages and (c) splits 32 items on 4 pages according to their colors.} \]
**RL Design Principle: A Matter of Convexity**

We previously suggested several non logarithmic RL functions. Despite the complexity of the psychological process behind RL and the many potential RL functions, a simple design strategy can be advocated, on the premise that RL is either convex or concave.

As in the previous example, we consider two different situations: one in which items can be categorized, the other in which they cannot. This leads to two different convexity results. Let $f$ be the function that relates RL to $N$.

$$RL = f(N), \quad (14)$$

**Case 1: Items cannot be categorized**

If the items are displayed in two sets of sizes $x$ and $y (x+y = N)$, then $RL = f(x) + f(y)$, whereas if the items are displayed all at once, $RL = f(x+y)$. Therefore, determining whether or not we should split the items boils down to whether $f(x+y)$ is greater or lower than $f(x)+f(y)$

$$f(x+y) \geq f(x) + f(y), \quad (15)$$

If Equation (15) holds, then $f$ is said to be superadditive; else $f$ is subadditive. It can be shown [5] that if $f(0) = 0$:

- $f$ convex implies $f$ superadditive;
- $f$ concave implies $f$ subadditive.

(16)

(17)

An important information is thus whether $f$ is a convex or concave function. This leads to our first RL design principle:

- If items are not categorized and $f$ is convex, e.g. quadratic, then grouping items will reduce RL. If $f$ is concave, e.g. logarithmic, then it is better to display all items at once.

**Case 2: Items are categorized**

For this case, we assume for simplicity that the items are categorized in $x$ categories with $y$ items in each. Therefore $N = xy$. From the example of the previous subsection, it is clear that the relevant question is whether $f(x)+f(y)$ is greater or not than $f(xy)$. It is easily shown through the previous result that

$$f(\exp(x)) \text{ convex implies } f(x) + f(y) \leq f(xy); \quad (18)$$

$$f(\exp(y)) \text{ concave implies } f(x) + f(y) \geq f(xy). \quad (19)$$

In Hick’s paradigm reaction time grows logarithmically, in which case $f(\exp(x))$ is linear; this is the limit case where $f(x)+f(y) = f(xy)$, i.e. the two strategies are equivalent. As all functions relating selection time to the number of items realistically grow faster than the logarithm (any practical HCI setup is likely more time consuming than Hick’s task), we can state the second RL design principle as follows:

- If items are categorized, then they should always be split.

Fig. 5 summarizes the two RL design principles.

---

5 Note that we use the convention that a choice from a null set takes 0 seconds, which explains the extra conditions needed in (10) as $\log(0) \to -\infty$. Also note that using the formulation of (5) conveniently solves this issue by adding 1 to $N$.

---

**CONCLUSION**

We have shown that Hick’s law is not always relevant to the tasks studied in HCI. Psychologists have successfully investigated the limits and conditions of application of the law, but this knowledge is rarely applied in HCI.

To summarize, Hick’s law is often misused in HCI and the psychology of choice-reaction time is of little relevance to most HCI applications because high S-R compatibility and over-learned tasks result in very short and almost constant reaction times. However, Hick’s law can inform good design by encouraging high S-R compatibility and learnability. Rather than wondering whether or not Hick’s law applies, we therefore encourage to better observe and measure these characteristics.

We show that logarithmic growth of observed temporal data is not necessarily interpretable in terms of Hick’s law. Many mechanisms can lead to a logarithm function, such as visual search in a hierarchical menu and scrolling in an alphabetically organized menu. These cases have nothing to do with the choice-reaction paradigm. Rather than the current dichotomous interrogation of whether Hick’s law is the appropriate model to summarize a given dataset or not, we advocate for further work to better understand the actual mechanisms driving interaction.

Using a simple car scenario, we also demonstrate that Hick’s law, or rather a logarithmic function, cannot justify the “Hick-based” design principle for organizing a set of choices. For user interface design, a detailed examination of the cognitive processes involved in response latency, such as visual search and decision making, is more fruitful than a mere reference to Hick’s law.

Looking forward, creating an empirical taxonomy for RL analogous to the theoretical notion of computational complexity might be useful for HCI researchers who strive to model human behavior. Since sub-additivity is the main issue, an index that quantifies this property would probably be useful.

$S = \frac{f(x) + f(y)}{f(x+y)}$ is a natural candidate. More empirical and theoretical work should determine whether $S$ is indeed useful.

---
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