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Abstract We discuss the implications of a local-global (or global-limit) principle
for proving the basic theorems of real analysis. The aim is to improve the set of
available tools in real analysis, where the local-global principle is used as a unifying
principle from which the other completeness axioms and several classical theorems
are proved in a fairly direct way. As a consequence, the study of the local-global con-
cept can help establish better pedagogical approaches for teaching classical analysis.

1 Introduction

The logical foundations of mathematical analysis were developed at the end of
19th century and beginning of 20th century by mathematicians such as B. Bolzano
(~1817), A. L. Cauchy (~1821-1829), K. Weierstrass (~1865-1895), C. Méray
(~1869), R. Dedekind (~1872), G. Cantor (~1872), E. Heine (~1872), E. Borel
(~1895-1903), P. Cousin (~1895) and H. Lebesgue (~1905). They departed from
the geometric intuition of the “real line” by establishing rigorous proofs based on
completeness axioms that characterize the real number continuum.

As noticed in [4, 14, 27], rigor was not the most pressing question. Instead these
authors focused on feaching. Several mathematicians found themselves in an awk-
ward situation when they had to teach differential and integral calculus based on
fuzzy geometric evidences. Therefore, they decided to reform it [27]. Examples are
Cauchy’s Cours d’Analyse at Ecole Polytechnique in Paris, Weierstrass’s lectures
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at the University of Berlin and Dedekind’s course at Ziirich Polytechnic. Dedekind
wrote:
In discussing the notion of the approach of a variable magnitude to a fixed limiting value,
and especially in proving the theorem that every magnitude which grows continually, but
not beyond all limits, must certainly approach a limiting value, I had recourse to geometric

evidences.(...) For myself this feeling of dissatisfaction (...) I should find a purely arithmetic
and perfectly rigorous foundation for the principles of infinitesimal analysis. [8, pp. 1-2]

Felix Klein coined the phrase “the arithmetizing of mathematics” [22], a classic of
the era of rigor. Until today, the foundation has not been put into question; it is still
recognized as satisfactory in all classical textbooks which define R as any ordered
field satisfying one of the equivalent completeness axioms listed below':

Sup (Least Upper Bound Property) Any set of real numbers has a supremum (and
an infimum)?;

Cut (Dedekind’s Completeness) Any cut defines a (unique) real number;
Nest+Arch (Cantor’s Property) Any sequence of nested closed intervals has a com-
mon point + Archimedean property;

Cauchy+Arch (Cauchy’s Completeness) Any Cauchy sequence converges + Archi-
medean property;

Mono (Monotone Convergence) Any monotonic sequence has a limit?;

BW (Bolzano—Weierstrass) Any infinite set of real numbers (or any sequence) has a
limit point?;

BL (Borel-Lebesgue) Any cover of a closed interval by open intervals has a finite
subcover-;

Cousin (Cousin’s partition [13]) Any gauge defined on a closed interval admits a
fine tagged partition of this interval,

Ind (Continuous Induction [5, 17, 20]).

One may find it striking that all these equivalent properties look so diverse. This
calls for the need of a simple unifying principle from which all such properties could
be easily and directly derived as theorems. In this article, we introduce and discuss
two versions of yet another equivalent axiom:

LG (Local-Global) Any local and additive property is global,
GL (Global-Limit) Any global and subtractive property has a limit point.

The earliest reference we could find that explicitly describes this principle is Guyou’s
little-known French textbook [16]. Guyou wrote:
Les démonstrations de ce livre sont, en général, différentes des démonstrations classiques; un

tel remaniement comporte sans doute des erreurs, que je serai reconnaissant a mes collégues
de bien vouloir me signaler. [16, p. xv].

IPrecise definitions will be given in Sect. 4. Some of the statements require the Archimedean
property: Any real number is upper bounded by a natural number.

2Possibly infinite, e.g., sup R = inf @ = 400, sup & = inf R = —o0, lim n = *oo.
3This is Borel’s statement, also (somewhat wrongly) attributed to Heine, and later generalized by
Lebesgue and others [1].


Olivier Rioul



A Local-Global Principle for the Real Continuum 215

[The proofs in this book are, in general, different from the classical proofs; such a reworking
may contain errors, that I shall be grateful to my colleagues for pointing out to me.]

The principle was later re-discovered independently and frequently in many disguises
in some American circles [11, 21, 26, 28, 30]. One central concept is the notion of
interval-additive property set up independently by Guyou and Ford [11, 16], which
we feel can be useful for pedagogical purposes:

A statement P concerning intervals will be called interval-additive if whenever P is true for

each of two overlapping intervals [. . .] it is also true for the interval obtained by combining
them; that is, their union. [11, p. 106]

2 Teaching Real Analysis: Present Situation

We have studied the logical flow of proofs in detail in the most influential under-
graduate/graduate textbooks in the U.S.A. [2, 7, 29], France [9, 25] and Brazil [15,
24]. These included not only proofs of the essential properties of the real numbers,
but also of the basic theorems for continuity (boundness theorem BT, intermedi-
ate value theorem IVT, extreme value theorem EVT, Heine’s uniform continuity
theorem Heine) and differentiation (essentially the mean value theorem MVT).
We identified the logical flows of each of these textbooks as follows:
Robert G. Bartle, Elements of Real Analysis [2]

Mono Cut

Arch Nest

BW Heine

EVT

BL
Cau- L

chy
Heine

Can- EVT
tor
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Richard Courant, Introduction to Calculus and Analysis I [7]

Nest+Arch )

Walter Rudin, Principles of Mathematical Analysis [29]
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Sup )

Arch

Cauchy
MVT
EVT
BW
Mono
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IVT
Heine
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Jean Dieudonné, Foundations of Modern Analysis [9]

IVT

Sup

Nest+Arch

Cauchy

BL

BW

Serge Lang, Undergraduate Analysis [25]
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Elon Lages Lima - Anélise Real [24]

BL
Nest
MVT
EVT
Sup
Mono
BW
Heine
Arch
Djairo Guedes de Figueiredo - Andlise I [15]
IVT
A Heine
MVT
EVT
Sllp > Mono BW
BT

Cau-

Arch

It appears that Sup is by far the preferred axiom, with Nest+Arch being the only
considered alternative in [7, 9]. Other axioms (Cauchy, Arch, Mono, BW, often BL,
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and sometimes Cut) are derived as theorems. In contrast, Cousin and Ind are never
used.* BW is often central to prove the basic theorems of real analysis (particularly
IVT, EVT, Heine) with BL sometimes used as a “topological” alternative.

Our conclusion about classical approaches is that several classical proofs are quite
difficult and subtle for the beginner (e.g., proofs of EVT or Heine using BW). Recent
attempts to improve this situation in the literature advocate the use of Cousin [13]
or Ind [5, 17], but this can also be cumbersome at times (although we agree that this
is a matter of opinion).

Some textbooks (such as [29]) also mention the possibility of proving the fun-
damental axiom by first constructing the reals from the rationals—themselves con-
structed from the natural numbers— the two most popular construction methods
being Dedekind’s cuts and Cantor’s fundamental sequences. While this is satisfac-
tory for logical consistency, the details are always tedious and not very instructive
for the student or for anyone using the real numbers, since the way they can be
constructed never influences the way they are actually used.

In the following sections we describe the LG/GL alternative, which we show is
one basic unifying principle from which all other completeness axioms and basic
continuity and differentiability theorems are easily derived, as illustrated in the fol-
lowing figure. In this way a teacher may advantageously choose to teach (or not to
teach) any given item.

IVT BT
EVT
Ind
Heine
Cousin
MVT
BL
Cut
BW
Sup
Mono
Nest Cau-
Arch chy

4 Although proposed at the same time as Borel’s BL, Cousin has been largely overlooked since. It
was only recently re-exhumed as a fundamental lemma for deriving the gauge (Kurzweil-Henstock)
integral (e.g. [13]). Ind is much more recent and in fact inspired from LG (see [10, 19]).
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3 The Local-Global Principle: A Primer

In the remainder of this paper (perhaps with the exception of Sect. 5), our presen-
tation is deliberately at the simplest undergraduate level. In particular, we do not
use explicitly topological concepts such as compactness and connectedness (even
though these could be easily addressed within the present framework) and start with
what we think of as the simplest type of point sets, namely intervals. We also stay
one-dimensional although the concepts derived here can be easily generalized to
point sets in any dimension.

Let us explain the above LG and GL principles by defining the following intuitive
notions.

3.1 Points and Intervals

We follow the classical notations of points and intervals with some non-traditional
definitions which will now be explained. We add two new symbols —oco and 400 to
the usual real set R such that:

R =R U {—00, 400}

is totally ordered where —oo and 400 are the smallest and largest elements of R,
respectively.

Definition 1 A real point is an element of R. A finite point is an element of R, and
an infinite point is —oo or 4-00.

We feel that introducing explicitly infinite points is quite convenient here because
it allows for simpler statements where e.g., we can dispense with assuming that a
given point set is bounded to prove the existence of some limit point (since that limit
point can be infinite). In other words, our take on the classical debate of potential vs.
actual infinite leans toward adopting actual infinities, essentially for convenience.

Most of the sets considered in the sequel will be point sets in R, particularly
intervals. We consider two kinds of intervals:

Definition 2 Let u, v points in R such that u < v. The following are the two kinds
of intervals with u and v as extremities:

[u,v] = {x € Rlu < x < v}

lu,v[={x e Rlu < x < v}
To simplify the assertions we consider any [a, b] C [—o0, +00] = R and assume

that all closed intervals [u, v] C [a, b] are nondegenerate (1 < v). Again this implicit
convention of nondegenerate intervals will appear quite convenient in what follows.


Olivier Rioul



A Local-Global Principle for the Real Continuum 221

Definition 3 Intervals are overlapping if their intersection is an interval.’

Central in our study are properties of intervals [u, v] C [a, b]. Guyou wrote:

Une fonction f(x), qui posseéde la propriété d’étre bornée (nous appellerons cette propriété
P) dans deux intervalles contigus, posséde la méme propriété dans I’intervalle somme des
deux (nous dirons que P est additive). [16, p. 32]

[A function f(x), which has the property of being bounded (we shall call this property P)
in two contiguous intervals, has the same property in the sum of the two intervals (we shall
say that P is additive).]

Here we shall always consider properties & of such intervals, and any property
& is identified with the set of intervals [u, v] that satisfies this property. Thus we
write “[u, v] € & if [u, v] satisfies the property &?. The negation =& of property
is identified to the complementary set of &2, that is, [u, v] ¢ & <= [u,v] € =~ L.

Since we identify & with a family of closed subintervals of [a, b], the set of all
properties &7 can be thought as the set-theoretic abstraction of the set of all such
families of closed subintervals. It is of course much simpler to think of the statement
[u, v] € & as a property satisfied by an interval [u«, v] which is itself characterized
by two endpoints u < v. Thus [u, v] € & can be simply thought as a binary relation
uZv on the set of ordered endpoints u < v.

3.2 Additive and Subtractive Properties

Definition 4 A property &7 is additive if forany u <v < w
[u,vle 2 A [v,w] e P = [u,w] € P.

A consequence of & being additive is that it defines a transitive binary relation
URY < [u,v] € L.

Definition 5 A property 7 is subtractive if forany u <v < w,
[u,wle & = [u,vle &£ Vv [v,w] € L.

Proposition 1 A property & is additive if and only if its negation — & is subtractive.

Proof The contraposition of statement [u,v] € Z A[v,w] € ¥ — [u,w] € &
isu,wle =¥ = [u,vle =-L Vvv,w] e L. O

Example 1 The property of a function being positive (or nondecreasing, or contin-
uous) on [u, v] is additive and subtractive (and in fact true for any subinterval).

SA non-degenerate interval. Hence two adjacent intervals [u, v] and [v, w] (Where u < v < w) are
not overlapping since their intersection is reduced to a point.
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Example 2 The property that [u, v] has exactly one integer is subtractive but not
additive. The property that [, v] has at least two integers is additive but not subtrac-
tive.

Example 3 An important example of a quite general subtractive property is “u ¢ E
and v € E” where E is any set of points. In fact, if u < v < w, and if [u, w] € 2,
we have [u, v] € Z or [v,w] € & according tov € E or not. As an example, for all
real function f, the property “f(u) < 0 and f(v) > 0” is subtractive. Similarly, the
property “f(#) < 0and f(v) > 07 is also subtractive.

Certain properties are true under slightly different conditions that require a partial
overlap between the two subintervals:

Definition 6 A property is o-additive (overlap-additive) if forallt <u <v < w,
[t,vie ZAlu,wle P = [t,w] € L.

Example 4 The property “(v —u) > 17 is additive and o-additive. The property
“(v — u) < 17 is neither additive, nor o-additive.

Example 5 The property “f is a linear function on [u, v]” is o-additive, but not
additive (consider a piecewise linear function). The property “ f is a convex function
on [u, v]” is o-additive, but not additive.

Example 6 The property “f(u) f(v) > 0” (“f(u) and f(v) are of the same sign”)
is additive, but not o-additive.

Definition 7 A property & is o-subtractive if forallt <u <v < w,
[t,wle P = [t,vle PV [u,w] € L.

Example 7 Any property such that, when true for an interval, remains true for any
subinterval ([u’, V'] C [u, v] € & implies [u', V'] € &) is a fortiori o-subtractive.

Example 8 The property “(v — u) < 17 is subtractive and o-subtractive. The prop-
erty “(v — u) > 17 is neither subtractive nor o-subtractive.

Proposition 2 A property &2 is o-additive if and only if its negation =< is o-
subtractive.

Proof The contraposition of “[f,v]e P Au,w]le ¥ — [t,w] € P” is
“lt,wl € =P = [t,v]€ ~LP V[u,w] € =~ O

Example 9 The property “f is a nonlinear function on [u, v]” is o-subtractive but
not subtractive.

Example 10 The property f(u) f(v) <0 (“f(u) and f(v) have opposite signs”) is
subtractive but not o-subtractive.
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3.3 Neighborhoods

Instead of using the general notion of a neighborhood in an abstract topological space
we use the following equivalent notion for R, based on intervals, which is enough
for our purposes. A neighborhood V (x) of a point x € [a, b] contains all points
“sufficiently close” to x:

Definition 8 A neighborhood V (x) of a point x € [a, b] is any set of points con-
taining at least one interval [u, v] such that:

u<x<v, if a<x<b;
a=u<x, if x=a;

u<v=~hb, if x=»n.

Thus in aneighborhood V (x), itis possible to approach x from both sides if x belongs
to the interior of [a, b], but only from one side if x is one of the extremities of [a, b].
The notion of neighborhood depends on the considered set [a, b]. In most situations
one may consider only neighborhoods that are themselves intervals.

Definition 9 An interval [u, v] is adapted to neighborhood V (x) if x € [u,v] C
V(x).

3.4 Local Properties and Limit Points

Definition 10 A property & is local at x if there exists a neighborhood V (x) such
that all intervals adapted to x satisfy &, i.e.,

AV (x), V[u, v] adapted to V (x), [u, v] € £.

A property & is local on a set of points E if it is local at any point in E.

Example 11 As will be seen later, continuity and differentiability of functions are
local properties. For example, a function f is continuous iff for any ¢ > 0, “| f (1) —
f()| < &” is local. Some topological properties such as interior point or isolated
point can also be seen as local properties.

Definition 11 A property & has a limit point x if each neighborhood V (x) contains
an adapted interval which satisfies 42, i.e.,

VYV (x), I[u, v] adapted to V (x), [u,v] € Z.

A property & has a limit on a set of points E if it has a limit at each point of E. It
can be easily seen as an exercise that any property local at x does have a limit at x.
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Proposition 3 A property &2 is not local at x if and only if its negation =2 has a
limit at x.

Proof The negation of the assertion 3V (x), V[u, v] adapted to V (x), [u,v] € & is
VV (x), [u, v] adapted to V (x), [u, v] € = . O

Thus to say that & is not local on a set E is the same as saying that =2 has a limit
at at least one point of E.

3.5 Local-Global and Global-Limit Axioms

We introduce the following as foundations (completeness axioms) for the real num-
bers. As shown later in Sects. 4 and 5 (Proposition 9), any one of these axioms is
enough to characterize R or R just as it is done traditionally by other completeness
axioms.® Again let [a, b] be any interval in R.

Local-Global Axiom (LG). Every local and additive property on [a, b] is global,
that is, satisfied by [a, b].

Global-Limit Axiom (GL). Every global and subtractive property has a limit point
inla, b].

Proposition 4 The LG and GL axioms are equivalent.

Proof Let & be additive, that is, =7 is subtractive. The LG axiom can then be
written as: if & is local in [a, b] then [a, b] € &. This is in turn equivalent by
contraposition to the statement: if [a, b] € =<2 then =& has a limit point in [a, b],
which is the GL axiom. |

Lemma 1 Any property that is both local and o-additive is additive.

Proof Suppose [u,v] € & and [v,w] € . Since & is local at v, there exists a
neighborhood of v in which any interval [r, s] which contains v satisfies &2. We
may then assume that u < r < v < s < w. Since & is o-additive, [u, v], [r, s] € &
implies [u, s] € &, then [u, s], [v, w] € & implies [u, w] € &. Thus & is addi-
tive. U

It follows from the lemma that in the LG axiom, we may always consider either
additive or o-additive properties. Thus we obtain the equivalent variants:

Local-Global Axiom (LG)-variant. Every local and o-additive property is global,
that is, satisfied by [a, b].

Global-Limit Axiom (GL)-variant. Every global and o-subtractive property has a
limit point in [a, b].

%Even though the proposed axioms appear to be second-order statements since they are quantified
over properties of sets, in fact any property is simply identified to a family of subintervals. Therefore,
the axioms only require the basic (first order) ZF theory (with or without the axiom of choice), as
is usual when teaching real analysis at an elementary level.
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4 Elementary Theorems for the Reals

Many common mathematical properties can be identified as local and many common
mathematical objects can be identified as limit points. For example, a function f is
continuous iff for any ¢ > 0, “| f(u) — f(v)| < &” is local; a sequence x; converges
iff “x; € [u, v] for sufficiently large k™ has a limit point. Thus, taking LG or GL as the
fundamental completeness axiom for the real numbers it becomes easy and intuitive
to prove all the other completeness properties, as well as all the basic theorems of
real analysis. We start with the elementary theorems for the reals.

4.1 Dedekind Cuts

Definition 12 A Dedekind cutis apair (E, E’) where point set E and its complement
set E’ in [a, b] are such that E’ < E, thatis,u < vforanyv € E andu ¢ E.

Theorem 1 (Cut: Dedekind’s Completeness) Any cut (E, E') defines a (unique)
point x such that E' < x < E.

Proof We can assume by hypothesis that E and E’ are non-empty sets. The property
[u,v] € & withu ¢ E andv € E is global and also subtractive (see Example 3). By
the GL axiom, & has a limit point x: any neighborhood V (x) contains u < x < v
such that u ¢ E and v € E. From this we can deduce that no point x" € E is < x,
otherwise we could find u € E’ so that x’ < u < x, which contradicts the hypothesis
E’ < E. Similarly no point in E’ is > x. Hence E' < x < E. O

For completeness we observe the following.
Proposition 5 The LG axiom is equivalent to Dedekind’s completeness.

Proof 1t is enough to prove the GL axiom from Dedekind’s completeness theorem.
Let &2 be global and subtractive and E be the set of points v for which [a, V'] € &
forallv' > v.Clearlya ¢ E (since [a, a] is not anon-degenerate interval) and b € E.
Since v € E implies thatall v/ > v arein E, one has E’ < E and (E, E’) is a cut, and
there exists x such that E’ < x < E. In every neighborhood V (x) one can find [u, v]
such that [a, v] € & but [a, u] ¢ &. Since & is subtractive, [u, v] € &. Hence &
has limit point x. (]

4.2 Supremum and Infimum

Instead of the usual definitions of supremum (least upper bound) and infimum (great-
est lower bound), we may use the following definitions which are easily shown to be
equivalent and are more convenient for our purposes.
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Definition 13 (Supremum) A point set E has upper bound v if E < v. It has supre-
mum x = sup E if the property that “v is an upper bound of E and u is not an upper
bound of E” has limit point x.

Lower bound and infimum are defined similarly.
Theorem 2 (Sup: Least Upper Bound Property) Every set of points has a supremum.

Proof We may assume that the set E is non empty (otherwise sup £ = —o0) and
not reduced to {a} (in which case sup E = a). The above-mentioned property &2:
“v>FE,u ;f E” is global since b > E and a z E. Tt is also clearly subtractive (see
Example 3). By the GL axiom, & has a limit point which is sup E. ]

For completeness we observe the following.

Proposition 6 The LG axiom is equivalent to the supremum theorem.

Proof 1t is enough to prove the LG axiom from the supremum theorem. Let &2 be
local and additive and set s = sup{x | [a, x] € £}. Since & is local in s, each inter-
val [u, v] adapted to a neighborhood V (s) satisfies &. If s < b, one can choose [u, V]
such that v > s and [a, u] € Z. Then by additivity, [a, v] € & which contradicts
the definition of s. Therefore s = b and [a, b] € . U

4.3 Continuous Induction Principle

In this section we consider properties on points in [a, b]. Such a property P can
be identified with a set of points satisfying this property; then x € P is just a short
notation for “x satisfies P”. The principle of mathematical induction in N concerns
the properties of natural numbers. The property P C N is inductive if:

1. 0e P;
2. if n > O and if all £ < n satisfies P,thenn € P;
3. ifne P,thenn+1¢€ P.

Due to the discrete nature of the integers, condition 2 implies condition 3, so we
may only assume conditions 1 and 3 (the usual induction) or conditions 1 and 2 (the
“strong induction”). The principle of mathematical induction says that any inductive
property is satisfied for all integers: P inductive == P = N. This principle can
now be stated for the real numbers as follows:

Definition 14 A property P (subset of [a, b]) is inductive if

1. a e P;
2. if x > a,and if all u < x satisfies P, then x € P;
3. if x < b, and if x € P, then there exists v > x such that [x, v] C P.
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Theorem 3 (Ind: Continuous Induction (or Real Induction [5])) Any inductive prop-
erty P is global. (In other words, the only induction subset of [a, b] is [a, D] itself.)

Proof Let &2 be the property of intervals [u, v] defined by “each point < u satisfies
P but there exists a point < v which does not satisfy P”. This property is subtractive
(see Example 3). Since a € P, if it is not true that any point < b satisfies P, then &
would be global. Assume by contradiction that this is the case. By the GL axiom, &
admit a limit point x. Then all # < x satisfies P and by condition2,x € P.Ifx < b,
by condition 3, we find v > x such that each point < v satisfies P, which contradicts
x as a limit point of &. Therefore the limit point is equal to b, and each point < b
satisfies P. O

For completeness we observe the following.

Proposition 7 The LG axiom is equivalent to the continuous induction principle.

Proof 1t is enough to prove the LG axiom from the continuous induction principle.
Let & be local and additive and let P be the set of x points for which either x = a
or [a, x] € &. By hypothesis a € P.

e Let x > a and assume that all points < x satisfy P. Since &2 is local in x, each
interval [u, v] adapted to a certain neighborhood V (x) satisfies 2. Since x > a
we can choose [u, v] suchthata < u < x and v = x. Then u € P. Both intervals
[a, ul, [u, x] satisfy 2. Since & is additive, [a, x] satisfies &, sox € P.

e Letx < bandassume that x € P. As & is local in x, each interval [u, v] adapted
to a certain neighborhood V (x) satisfies &. Since x < b we can choose [u, v] so
that u = x and v > x. For all v such that x <V’ < v, [x, V'] remains adapted to
V(x), and so satisfies Z. If a = x, we have [a, V'] € Z. Otherwise a < x, and
the two intervals [a, x], [x, V'] satisfy Z2. Since & is additive, [a,V'] € Z. In
both cases [a, V'] € &2 for all v/ such that x < V' < v, hence [x,v] C P.

By continuous induction we deduce that b € P, that s, [a, b] € Z. O

4.4 Monotone Limits

Instead of the usual definition of a limit of a sequence we can adopt the following
definition which is easily shown to be equivalent and is more convenient for our
purposes.

Definition 15 A sequence (x;) of points has limit £: x; — £ if the property & that
“[u, v] contains all x; for large enough k” has limit point £.
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Notice that £ can be either finite or infinite.
Theorem 4 (Mono: Monotone Convergence) Any monotonic sequence has a limit.

Proof Let (x;) be a monotonic sequence of points in [a, b]. We may assume that
(xr) is nondecreasing (otherwise consider (—x;)). The above-mentioned property
“[u, v] contains all x; are large enough k” is clearly global and amounts to say that
“v is greater than or equal to all x; and u is not greater than or equal to all x;”. This
property is subtractive (see Example 3). By the GL axiom, & has a limit point x.
Therefore, x; — x. O

4.5 Archimedean Property

Theorem 5 (Arch: Archimedean Property) k — +o0, i.e., for everyu € R we have
k > u for large enough k.

As usual this implies that the set Q of rational numbers is dense, i.e., each interval
[u, v] contains a rational number.

Proof Consider the sequence (k) of natural numbers in [a, b] = [0, +00] and let
[u,v] € & be defined by: “[u, v] contains all large enough integers”. This property
is obviously global. The assertion “[u, v] € & means that v is greater than all the
integers, and that u is not greater than all the integers; thus & is subtractive (see
Example 3). By the GL axiom, & has a limit point x, i.e., k — x. If x were finite,
we could find an interval of the type [v — 1, v] (where v is finite) which contains all
integers > k. Forsuchak,wehavev — 1 < k = v < k 4+ 1, which is impossible.
Therefore, x = +o0. O

An alternate proof uses the GL axiom and the property defined by “[u, v] contains
infinitely many integers”.

4.6 Cauchy Sequences
Instead of the classical definition of a Cauchy sequence using double indexing, we
feel that the following definition is somehow simpler.

Definition 16 A sequence (x;) is Cauchy if for all ¢ > 0, we have, starting from a
certain index K, the inequality |[xx — x;| < ¢ forall k > K.
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In other words, the sequence is eventually “almost stationary”. This definition, of
course, requires that the x; are eventually all finite. The usual definition of the usual
convergence (towards a finite limit x) replaces xx by x in the above inequality. Since
|xxg — x¢| < |xg — x| + |x — x¢|, any convergent sequence is a Cauchy sequence.

Remark 1 Theclassical definitionis: foralle > 0, we have |x;, — x;| < ¢ forall large
enough k and £ (> K). Since |x; — xi| < |x¢ — xk| + |xg — x| this is equivalent to
the above definition.

Remark 2 A Cauchy sequence is bounded, because for any given ¢ > 0, we have
|xx] < &+ |xg|forallk > K.

The following Cauchy criterion is Bolzano’s theorem:

Theorem 6 (Cauchy: Cauchy’s Completeness) A sequence is convergent if and only
if it is a Cauchy sequence.

Proof 1t is enough to show that a Cauchy sequence (x;) converges. Property &7
defined by “[u, v] contains every x; for all large enough k”. is obviously global. It is
also o-subtractive, because if t < u < v < w and [z, w] satisfies 2, it is impossible
for both [#, u] and [v, w] to contain x; for infinitely many values of k, since that
would contradict the Cauchy property |x;, — x| < ¢ for e = (v — u). Hence either
[t,v] € Zor[u,w] € &. By the GL axiom, & has a limit point x, that is, x; — x.
The limit x is finite because the sequence (x;) is bounded. ([l

4.7 Nested Intervals of Cantor and Adjacent Sequences

We consider families of intervals [r, s] belonging to [a, b]. Such families do not have
a common point if their intersection is empty.

Theorem 7 (Cantor) Each family of intervals [r, s] with no common point admits
a finite subfamily with no common point.

Proof Let . be the family of intervals [r, s] with no common point:

ﬂ [r,s] = 0.

[r,s]es

Let &2 be the property that there is a finite sub-family of .% with no common point
in [u, v]. This property is local. Indeed, no point x belongs to all intervals of ., so
there exists an interval [r, s] € . which does not contain x. It is possible to chose a
neighborhood V (x) disjoint from this interval [, s]. Each [u, v] adapted to V (x) then
satisfies &2, since it does not contain any point of [r, s] (which by itself constitutes a
finite sub-family of .%’). The property &2 is also additive, because givenu < v < w,
if [u, v] does not contain a common point of a finite sub-family of ., and if [v, w]
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does not contain a common point of another finite sub-family of ., then [u, v] does
not contain a common point of the union of the two finite sub-families. By the LG
axiom, [a, b] € £, thatis, there exists a finite sub-family of . without any common
point in [a, b]. O

Theorem 8 (Nest: Cantor’s Property) Every sequence [ry, sx] of nested intervals
(such that [riy1, Skr1] C [r, si] for all k) has a common point (common to each of
the intervals).

This is an immediate consequence of Cantor’s theorem, since all finite sub-families
of nested intervals sequences [r, s;] has as an intersection in the last (smallest)
interval, which is not-empty. As a consequence the sequence has a common point.
However it is instructive to show a direct proof using the GL axiom:

Proof Let &2 be the property that [«, v] contains one of the intervals [ry, s ] (hence all
intervals for large enough k). The property & is clearly global. If it is not subtractive,
there exists u < v < w suchthat [u, w] € & withr; < v < s; for all k large enough:
v is then a common point for all such intervals. Otherwise, & is subtractive, and
by the GL axiom, £ has a limit point x. This point is necessarily common to the
intervals [ry, s¢], otherwise we could find an interval [u, v] which contains x and
disjoint from an interval [ry, s;], which contradicts that &2 has a limit at x. U

An easy consequence is

Theorem 9 (Cantor) [a, b] is uncountable.

Proof We may assume that [a, b] is bounded. If it is countable, let us write [a, b] =
{x1,x2, ..., Xk, ...}. Set[ag, bo] = [a, b]. For all integer k > 0, define by induction a
subinterval [ay1, br+1] of [ax, by] which does not contain x; (by example, partition
[ak, by] into three sub-intervals of the same length, and define [ay1, br+1] as the
first sub-interval of three that does not contain xy ). The sequence of intervals [ay, by]
has a common point x € [a, b] distinct from all of the x, x,, ..., x, ..., which is
impossible. (I

Definition 17 Two sequences (1), (sx) in [a, b] are adjacent if (r;) is nondecreas-
ing, (sx) is nonincreasing, and s; — 7y tends to O.

Theorem 10 (Adjacent Sequences) Two adjacent sequences converge to the same
limit.

Proof The difference s; — r decreases since r; increases and s; decreases. As it
tends to zero, it is always > 0. So r; < s; for every k, and the intervals [ry, s;] are
nested. Let x be a common point in these intervals: r; < x < s; for every k. Since
the width of [r, s¢] tends to zero, each neighborhood V (x) contains [ry, s¢] for large
enough k. Hence both sequences tend to x. (]

For completeness we observe the following.
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Theorem 11 The LG axiom is equivalent to the two theorems of the adjacent
sequences Theorem 10 and of Archimedes Theorem 5.

Proof ltis enough to show that both theorems imply the GL axiom. Let &2 be global
and subtractive. One proceeds by dichotomy. Let [ag, bo] = [a, b] unless [a, b] =
[—o0, +00], in which case we can define [ag, by] to be equal to the first of the two
intervals [—oo0, 0] or [0, +o00] which satisfies &. Thus we can always assume that
at least one of the two interval extremities are finite. We define them by induction
[ax+1, bri1] equal the first of the two following intervals that satisfy £2:

o [ay, (ar + br)/2]) or [(ar + by)/2, bi], if ax and by, are finite;
e [ay, ar + 1] or [ax + 1, 4+o00], if by = 400 (a; being finite);
o [—o0, by — 1] or [by — 1, b], ax = —o0 (b being finite).

As & is subtractive, this sequence is well defined. Since (a;) is nondecreasing, and
(byr) is nonincreasing, we have three cases to consider:

e a; and by are finite for large enough k; then by, — a; = 27%(b — a) tends to 0 since
(by Theorem 5) 2% > k — +4-o0; the sequences (a;) and (by) are adjacent, so by
Theorem 10 they converge to the same limit.

e b, = oo for every k; we then have ayp = 0 and ax,; = a; + 1 for any k > 0,
where a; = k — oo by Theorem 5.

e a; = —oo for every k; we then have the same by = —k — —oo by Theorem 5.

In all cases, a; and by, tend to the same limit x (finite or infinite). Each neighborhood
V (x) for every k large enough, contains the interval [ay, by] € 2. Therefore &2 has
a limit point x. O

4.8 Bolzano-Weierstrass Property

Definition 18 A [limit point x of a set E (also called accumulation point) is such
that each neighborhood V (x) contains infinitely many points of E. That is to say,
the property that [u, v] contains infinitely many points of E has x as a limit point in
the sense of Definition 11.

A limit point x of a sequence (x;) (also called cluster point, or adherent value) is
such that each neighborhood V (x) contains x; for infinitely many values of k. That
is to say, the property that [, v] contains x; for infinitely many values of k has x as
a limit point in the sense of Definition 11.

Theorem 12 (BW: Bolzano—Weierstrass) Any infinite set of points has a limit point.
If the set is bounded, this limit point is finite.

Proof Let E be an infinite set of points, and & be the property with the interval
[u, v] containing infinitely many points in E. This property is global by hypothesis.
It is also subtractive: if [u, w] contains infinitely many points in E, at least one of
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those sub-intervals [u, v], [v, w] must have infinitely many points in E. By the GL
axiom, & has a limit point x, i.e., x is a limit point of E. O

Note that by contraposition, any locally finite set is finite. Also, by the same
argument, any uncountable set of points has a condensation point (that is, such that
every neighborhood of it contains uncountably many points of E).

Theorem 13 (BW for Sequences) Any sequence has a limit point.

This is a consequence of the preceding theorem applied to the set of the sequence
values, if one considers the two cases where the set is finite or infinite. A direct proof
using the GL axiom is as follows.

Proof Let (x;) be any point sequence and let & be the property that an interval
[1, v] contains x; for infinitely many values of k. The property is evidently global. It
is also subtractive: if [u, w] contains x; for infinitely many values of k, at least one
of [u, v], [v, w] has the same property. By the GL axiom, # has a limit point x, that
is, x is a limit point (in the usual sense of Definition 18) of the sequence (x;). U

4.9 Heine-Borel-Lebesgue Cover

Recall that a family of intervals cover a set of points E if each point in E is in at
least one of the intervals of that family. For example, Z = {]r;, si[}ie; covers E if
E C Ui6 i, sil. We also say that this family is a cover of E. In addition, if this
family is composed of a finite number of intervals, then it is a finite cover of E.

Theorem 14 (BL: Borel-Lebesgue (sometimes known as Heine—Borel)) Any cover
of [a, b] by means of open intervals admits a finite subcover.

In other words, given any family & of open intervals covering [a, b], we can find a
finite number of intervals Jry, si[ (k = 1, ..., m) of Z such that each point in [a, b]
belongs to at least one of |ry, si[:

la, b] € | Ire sl

k=1

Proof Let &2 be the property that the interval [u, v] is covered by a finite number of
intervals ]r, s[ of Z. As &% covers [a, b], each x € [a, b] belongs to some interval
Jr, s[ of Z. Taking V (x) =]r, s[ as a neighborhood of x, every interval [u, v] C V (x)
is covered by a finite number (equal to 1) of intervals of %, that is, ]r, s[ itself. Hence
& is local. It is also additive: if [u, v] and [v, w] covered each one by a finite number
of open intervals of %, their union is a finite cover of [u, w]. By the LG axiom, &
is global, i.e., satisfied by [a, b]. |
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4.10 Cousin Partition

Definition 19 A partition (of intervals) of [a, b] is a finite cover of [a, b] by non-
overlapping intervals [u, v] C [a, b].

In other words, a partition of [a, b] corresponds to a subdivision, that is, a finite
number of points a = u; < uy < --- < u,, = b, such that the intervals [uy, 1]
(1 <i < m) do not overlap and cover [a, b].

Definition 20 An environment V of a set of points E is a family of neighborhoods,
with one neighborhood V (x) for every point x € E.

Definition 21 An interval [u, v] is adapted to the environment V if there exists
x € [u, v] such that [u, v] C V(x). A set of intervals is adapted to the environment
V if every interval is.

Thus, a partition 7 = {[u;, u;4+11}1<i<m of [a, b] is adapted to the environment V
(on [a, b]) if it exists for each of the intervals of which it is composed, that is, if for
alli (1 <i < m), there exists x € [u;, u; 1] C V(x).

Theorem 15 (Cousin: Cousin’s Partition) For any environment V of [a, b), there
exists a partition of [a, b] adapted to V.

Proof Let & be the property that the interval [u, v] admits a partition adapted to
V. For all x € [a, b], every adapted interval [u, v] to V (x) is for itself an adapted
partition of [u, v] to V. Hence & is local. It is also additive: if [u, v] and [v, w]
admit each one a partition adapted to V, the union of the two partitions constitute a
partition of [u, w] adapted to V. By the LG axiom, & is global. ]

For completeness we observe the following.

Proposition 8 The LG axiom is equivalent to Cousin’s theorem.

Proof 1t is enough to show that Cousin’s theorem implies the LG axiom. Let &2 be
a local and additive property in [a, b]. As &2 is local, there exists an environment V
such that every adapted interval to V satisfies &7. A Cousin’s partition corresponding
to V is then composed of intervals that satisty 2. Since & is additive, it follows
that [a, b] € &2: 7 is global. O

5 Equivalence Between Completeness Axioms

In this section we prove the equivalence between the various completeness axioms.
This of course is not required in an elementary course but is satisfactory for logical
consistency.
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Proposition 9
ing statements:
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Local-global (LG or GL) axioms are equivalent to any of the follow-

Existence of a Dedekind cut point;

Existence of supremum (or infimum);

Principle of continuous induction;

Intersection theorems of Cantor + Archimedean property;
Nested intervals theorem + Archimedean property;
Adjacent sequences theorem + Archimedean property;
Monotone limit theorem;

Cauchy’s criterion + Archimedean property;
Bolzano—Weierstrass theorem (for sets or for sequences);
Heine—Borel-Lebesgue covering theorem;

Existence of Cousin’s partition.

already directly proven each one of the results from LG or GL axioms.

The converse proofs given above show the equivalences with the statements 1, 2, 3,
6, and 11 . Furthermore, the implications 4 = 5 == 6 have already been seen,
hence the equivalences with statements 4 and 5.

We can conclude with the following implications: (9 — 7 =— 6), (8§ —
6),and (10 = 11).

9 —= T:

We have seen that the Bolzano—Weierstrass theorem for sets implies
that for sequences. We now show that the Bolzano—Weierstrass the-
orem for sequences implies the monotone convergence theorem.
Let (x;) be a monotonic sequence and V(x) an interval which is
a neighborhood of x. The sequence (x;) admits a limit point x
such that x, € V (x) for infinitely many values of £. Let K be such
that xx € V(x) and k > K. There exists an index £ > k such that
x¢ € V(x). As this sequence is monotonic, x; lies between xx and
Xx¢, hence x; € V(x) for all k > K, which shows that x is the limit
of (x).

If two adjacent sequences (r¢), (sx) are monotone, then they tend to
limits: ry, — rands; — s.Sinces; — rp, — 0,wededuces —r =0,
hence r = s, which proves the adjacent sequences theorem.

The sequence x; = k is increasing and tends to a limit x. If x is
finite, we havebothk — xandk + 1 — x 4+ 1sox = x + 1 whichis
impossible. Hence x = +o00, which proves the Archimedes property.
It is enough to show that the Cauchy criterion implies the adjacent
sequences theorem. Two adjacent sequences (), (sx) are such that
sk — 1y 1s nonincreasing and tends to 0. For all ¢ > 0, we have then
Sk — Sk <sx—rg<eandry —rg <sxk —rg <eforall k > K.
These are Cauchy sequences, hence converge: ry — r and s; — s.
As sy —ry — 0, wededuce thats —r =Qorr = 5.
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10 = 11: Let V be an environment of [a, b] which we assume is of open
intervals. This constitutes a covering of [a, b]. Extract a finite cov-
ering V (xi) =]ry, s¢[ for 1 < k < K. Relabelling if necessary, we
can always assume that x; < x, < --- < xg and assume that K is
minimal. Pick x;, such that a € V(x;) and as long as b ¢ V(x;,)
define a finite sequence x;; such that x;,, > x;, and V(x;,,,) over-
laps with V (x;;), until V(x;,_) > b. One obtains a finite covering
V(x;,) =lri,, s;,[ for 1 <k < m where each V(x;) overlaps with
V (xi,,,). We canthenchoosempointsa = u; <us < --- <u, =b
with ugy1 € V(x;) N V(x;,,). Every [ug, ug41] is then adapted to
V(x;,) for 1 <k < m. These intervals forms an adapted Cousin par-
tition to V.

O

6 Elementary Theorems of Real Analysis

6.1 Continuous Functions

We consider functions defined on [a, b], with values in R or C, or more generally
in R" or C", or every vector space of finite dimension over R or C, or even more
generally, in a Banach space over R or C. We note | - | the corresponding absolute
value, modulus, or norm.

We advocate the following definition of continuity.

Definition 22 A function f is continuous in a point x if for all & > 0, the property
“Ilf(v) — f(u)| < & is local in x. A function f is continuous on a set E if it is
continuous in each point of E.

In other words, f is continuous at x if for all & > 0, there exists a neighborhood
V(x)inwhichu < x < vimplies | f(u) — f(v)| < &. When x = b, itis a continuity
to the left at b; when x = q, it is a continuity to the right at a.

Conversely, f is discontinuous at x if there exists ¢ > 0 for which the property
“Ifv) — f(u)] = &” is not limit at x.

Remark 3 The continuity definition in a point x is equivalent to the classical def-
inition: for all ¢ > 0, there exists a neighborhood V (x) such that for all € V (x),
| f() — f(x)] < e. Indeed we obtain this condition from the definition above when
getting [u,v] = [x,t] if t > x, [u,v] = [t, x] otherwise. Conversely, if [u, v] is
adapted to V (x), we have | f(v) — f(u)| < [f(v) — fO]+ [ f @) — f(x)] < 2e.

Remark 4 Saying that f is continuous at x is the same as saying that f(z) tends
toward f(x) whent — x. When x = b, this is a limit to the left at b, denoted f(b™);
when x = a, this is a limit to the right at a, denoted f(a™).
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It is possible for f to only be defined on ]a, b[ but having finite limits f(a™) and
f(b7). We can say then that f is continuous on [a, b], in the sense where we can
extend by continuity f by setting f(a) = f(a*) and f(b) = f(b7).

1
Example 12 The function f(x) = T is continuous on [—oo, 4-00] (extend by

continuity setting f(£o0) = 0).

x2

Example 13 The function f(x) = arctan(x) is continuous on [—00, +00] (extend
by continuity setting f(—o0) = —r/2 and f(400) = 7/2).

Example 14 The function f(x) = x? is continuous on any bounded interval. But
with our definition’ it is not continuous (cannot be extended by continuity) on
[—o0, +o00].

Theorem 16 (BT: Boundedness Theorem) Each continuous function on [a, b] is
bounded on |a, b].

Notice that [a, b] may very well be unbounded (a and/or b can be infinite).

Proof The property & defined by “ f is bounded on [u, v]” is local since for given
¢ > 0, any u in the neighborhood V (x) satisfies | f (u)| < | f(u) — f(x)| + | f(x)]| <
| f(x)| + &. The property & is also additive, because if | f| < M on [u, v]and | f| <
M’ on [v, w] then | f| < max(M, M’) on [u, w]. By the LG axiom, f is bounded on
[a, b]. O

The above proof shows that, more generally, any locally bounded function is (glob-
ally) bounded.

Theorem 17 (EVT: Extreme Value Theorem) Each continuous real function f on
[a, b] reaches its maximum, i.e., there exists x € [a, b] such that f(x) > f(t) for all
t €la,b).

Of course, considering — f, each real continuous function f on [a, b] reaches its
minimum.

Proof The property &: “there does not exist a value of f which is greater than
any value of f on [u, v]” (in other words V¢ € [a, b], Ix € [u,Vv], f(t) < f(x))is
clearly global. It is also subtractive, otherwise the greater of the two values of f is
greater than f on [u, w]. By the GL axiom, £ has a limit point x. We have then,
by continuity, V¢ € [a, b], f(t) < f(x) + e forall e > 0, hence f(¢) < f(x) forall
t €la,bl]. O

Interestingly, the proof extends verbatim to the more general case where f is upper
semi-continuous. Also notice that the boundedness theorem was not required for this
proof, which, therefore, provides another proof for boundedness since min f < f <
max f.

7We found it convenient for later developments that functions assume only finite values in order to
leverage on the complete metric space property of the set of function values.
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Theorem 18 (IVT: Intermediate Value Theorem) Each continuous real function on
[a, D] takes any value between f(a) and f(b).

In other words, if y is any value taken between f(a) and f(b), there exists x such
that f(x) = y.

Proof The property [u, v] € & defined by “y is between f(u) and f(v)” (that is,
“fu) <y < for f(v) <y < f(u)”)is global. It is also subtractive, because if
u <v <wand y is between f(u) and f(w), then whatever the value of f(v), y is
either between f(u) and f(v), or between f(v) and f(w). By the GL axiom, &
has a limit point x. By continuity, for all ¢ > 0, we have f(x) — ¢ <y < f(x) + &,
hence y = f(x). (]

Theorem 19 (Heine’s Theorem) Every continuous function of a bounded interval
[a, b] is uniformly continuous.

Proof Let f becontinuouson [a, b]ande > 0. The property &Z:“| f(x) — f(y)| < ¢
for all x, y sufficiently close in [u, v]” (that is, there exists § > 0 such that |[x — y| <
8§ = |f(x) — f(y)| < ¢)islocal by definition of continuity. It is also o-additive:
if t <u < v <w and if for all x, y sufficiently close in [#, v] or in [u, w] one has
|f(x) — f(y)| < e, then all x, y € [t, w] such that |x — y| < v — u will be both in
[#, v]or bothin [u, w], so that we will always have | f (x) — f ()| < ¢ for sufficiently
close x, y. By the LG axiom, &7 is global, which means that f is uniformly continuous
on [a, b]. O

6.2 Differentiable Functions

We advocate the following definition of differentiability.

Definition 23 A function f is differentiable at a finite point x with derivative
f'(x) = aif for all ¢ > 0, the property [u, v] € & defined by

LfO) = f@) —A(v —u)| < e(v—u)

is local in x. A function f is differentiable on a (bounded) set E if it is differentiable
at all points of E which defines the derivative f’ of f on E.

In other words, f has a derivative A = f’(x) at x if for all & > 0, there exists a
neighborhood V (x) in whichu < x < vimplies |f(v) — f(u) — f'(x) - (v —uw)| <
e(v —u). If f is defined on [a, b] and a or b are finite, we can have x =aorx = b
in the definition of the derivative; this is then a derivative to the left at b if x = b, a
derivative to the right at a if x = a.

Notice that if f takes values in a vector space, A - (v — u) is the vector product A
by the scalar (v — u), and the derivative f’(x) has vector values.
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Remark 5 For real-valued functions the above definition of derivative at x point is
equivalent to the classical definition:

f@ = fo

X —1t

A

where 7 tends to x. Indeed, we get this condition from the definition above by tak-
ing [u,v] =[x, t]if t > x, [u, v] = [¢, x] otherwise, and dividing by (v — u). Con-
versely, if [u, v] is adapted to V (x), we have | f(v) — f(u) —A(v —u)| = |f(v) —
FO) =20 =x) + f) = f) = A —w)]| < e(v = x|+ |x —ul) = e(v —u).
(This is sometimes referred to in the literature as the “straddle lemma”).

Proposition 10 Every differentiable function is continuous.

Proof If f is differentiable with derivative A at x, the property | f(v) — f(u)| <
(M| + &)(v — u) is local at x. But if [u, v] is small enough, for a given & > 0,
(Al + &)(v — u) < €', hence the property | f(v) — f(u)| < &' is local at x. O

Inspired by Cohen and Bers [3, 6], we advocate the use of the following theorem
in place of the classical mean value theorem (see Remark 6 below).

Theorem 20 (Finite Increase Inequality®) Let f, g be two differentiable functions
on la, b], where g assumes real values.

o if|f'| < g onla,blthen|f(b) — f(a)| < g(b) — g(a);
o ifIf'l =g onla,blthen|f(b) — f(a)] < g(b) — g(a);

Proof Let x € [a, b], suppose | f'(x)| < g(x) and let & > 0 small enough such that
If')] +e < g'(x)—e

For u < x < v in a neighborhood V (x), one has |f(v) — f(u)| < |f'x)|- (v —
u)+e(v—u) <gx)-v—u)—elv—u) < gl — g(u). This implies that the
property “| f(v) — f(u)| < g(v) — g(u)” is local. This property is also additive
forifu <v <w, |f(v) = f] < g) —g)and | f(w) — f(M] < gw) —gW)
imply [f(w) — f@)| = 1fW) = fWI+1f) = fF)] < gw) —gv) +g() —
g(u) = g(w) — g(u). By the LG axiom, the property is global: }f(b) — f(a)| <
g(b) — g(a).

For the second part, we can replace g(x) by g(x) + ex for ¢ > 0, so that | f’'| <
g’ + ¢, hence | f(b) — f(a)| < g(b) — g(a) + e(b — a). Since ¢ > 0 is arbitrarily
small, we have | f(b) — f(a)| < g(b) — g(a). O

An alternate proof for the second part considers the property “| f(v) — f(u)| <
gv) —glu) +e(v —u)”.
The above theorem is enough to prove the following important results:

e if f" = 0on [a, b]then f is constant there (take g constant); thus an antiderivative
is unique up to an additive constant;

8 A literal translation of the French “inégalité des accroissements finis”, which advantageous replaces
the “théoréme des accroissements finis”, which is the mean value theorem.
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e if g’ > Oon [a, b] then g is increasing; if g’ > 0 on [a, b] then g is nondecreasing
(take f constant).

Remark 6 Cohen and Bers wrote:

With characteristic vigor, L. Bers announced in a recent conversation: “Who needs the
mean value theorem! All we want as a start in elementary calculus is the proposition that if
f/(x) =0 forall x in[a, b), then f is constant.” [6]

The “full” mean value theorem |[...] is a curiosity. It may be discussed together with
another curiosity, Darboux’ theorem that every derivative obeys the intermediate value the-
orem. [3]

The actual “mean value theorem”, which states that there exists x € Ja, b[ such that

fO = f@ _

b—a
gives no indication of the position of point x in the interval [a, b]. This proof shows
that the only condition is that W lies between two possible values of the
derivative, and as such, is related to Darboux’s theorem that f’ takes any value
between f’(a) and f'(b) on [a, b]. We couldn’t find a direct and easy proof of the
mean value theorem using the LG or GL axiom. Darboux’s theorem can be proved
using the fact that the derivative f’ vanishes at an extremum of f, and the mean value
theorem then becomes an easy consequence of Darboux’s theorem: if f” does not
take the value L = M then by Darboux’s theorem f is either always greater

or always less, which by the finite increase inequality implies either f(b)—j(a) > A

or < A, a contradiction.

7 Conclusion and Perspectives

Our objective is twofold. First we would like to draw attention to the local-global
principle as a new efficient and enjoyable tool for proving the basic theorems of real
analysis. Second, we aim to clarify the local-global concept to possibly improve the
teaching of real analysis at undergraduate and graduate levels.

As a future work the LG/GL concept may be used as a basis for a new presentation
of the integral, just as Cousin’s lemma was used to build the Kurzweil-Henstock
integral [12, 18, 23]. In such an approach the so-called “fundamental theorem of
calculus”, appropriately generalized, can become the actual definition for a novel
notion of the antiderivative function.
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