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Example of Strong Convexity

Hinge loss + L2

Quadratic lower bound



Complexity / Convergence

Theorem

    



Proof:

  Unbiased estimatorTaking expectation with respect to j

Taking total expectation
Strong conv.

Bounded 
Stoch grad
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Stochastic Gradient Descent 
α =0.5
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  Sublinear convergence

Shrinking 
Stepsize 



Comparison SGD vs GD

time

SGD

M. Schmidt, N. Le Roux, F. Bach (2016)
Mathematical Programming 
Minimizing Finite Sums with the 
Stochastic Average Gradient.



Comparison SGD vs GD

time

SGD

M. Schmidt, N. Le Roux, F. Bach (2016)
Mathematical Programming 
Minimizing Finite Sums with the 
Stochastic Average Gradient.



Comparison SGD vs GD

time

SGD

GD

M. Schmidt, N. Le Roux, F. Bach (2016)
Mathematical Programming 
Minimizing Finite Sums with the 
Stochastic Average Gradient.



Comparison SGD vs GD

time

SGD

GD

Stoch. Average 
Gradient (SAG)

M. Schmidt, N. Le Roux, F. Bach (2016)
Mathematical Programming 
Minimizing Finite Sums with the 
Stochastic Average Gradient.



Comparison SGD vs GD

time

SGD

GD

Stoch. Average 
Gradient (SAG)

M. Schmidt, N. Le Roux, F. Bach (2016)
Mathematical Programming 
Minimizing Finite Sums with the 
Stochastic Average Gradient.

Maybe just an unbiased estimate is not enough.



Variance reduced 
methods through 

Sketching
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Example: The Stochastic 
Average Gradient

M. Schmidt, N. Le Roux, F. Bach (2016)
Mathematical Programming 
Minimizing Finite Sums with the 
Stochastic Average Gradient.
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The Stochastic Average 
Gradient

How to prove this converges? Is this the only option?
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The Stochastic Average 
Gradient

Is this the only option? How to prove this converges? 

Stoch. Linear 
Measurement
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Stochastic Sparse Sketches

Many examples: Sparse Rademacher matrices, sampling with 
replacement, nonuniform...etc

Eg: Mini-batch SGD Sketch



Sample Stochastic Sketch

A Jacobian Based Method

Maintain Jacobian Estimate



Improved Guess

Sample Stochastic Sketch

A Jacobian Based Method

Maintain Jacobian Estimate

? ?
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Sketch and Project the Jacobian

Updating the Jacobian 
Estimate: 
Sketch and project

RMG and Peter Richtarik (2015) 
Randomized iterative methods for 
linear systems
SIAM Journal on Matrix Analysis and 
Applications 36(4)
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Solution:

Exercise

Show that the solution Jt is given by

Proof:  The Lagrangian is given by

Differentiating in J and setting to zero: (1)
(2)

Substituting (1) into (2) gives the solution.
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A Jacobian Based Method

Archetype Jacobian Sketching Algorithm



A Jacobian Based Method

Archetype Jacobian Sketching Algorithm

Looks expensive and 
complicated. Investigate



Homework:

Example: minibatch-SAGA



Gradiant estimate

Jacobain update

Homework:

Example: minibatch-SAGA



Proving Convergence of 
Variance reduced 

methods
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