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Loss Functions

Why a Squared
Loss?

Loss Functions

The Training Problem

Typically a 
convex function
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Choosing the Loss Function

Quadratic Loss

Binary Loss

Hinge Loss

EXE: Plot the binary and hinge loss function in when           

y=1 in all 
figures
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Overfitting and Model Complexity 

Fitting 9th order polynomial 
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Regularizor Functions

General Training Problem

Regularization

Exe:

Goodness of fit, 
fidelity term ...etc

Penlizes 
complexity

Controls tradeoff 
between fit and 
complexity



Overfitting and Model Complexity

Fitting kth order polynomial 



Overfitting and Model Complexity

Fitting kth order polynomial 

For  big enough, λ
the solution is a 2nd 
order polynomial



Linear hypothesis

Exe: Ridge Regression

Ridge Regression 

L2 loss

L2 regularizor



Linear hypothesis

Exe: Support Vector Machines

SVM with soft margin

Hinge loss

L2 regularizor



Linear hypothesis

Exe: Logistic Regression

Logistic Regression

Logistic loss

L2 regularizor
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