
 
PhD proposal on the topic: 
 
AI Assisted Automotive Threat Intelligence 

 
Academic supervisors:  

Prof. Van-Tam Nguyen and Prof. Pavlo Mozharovskyi 

1. Context of automotive threat intelligence 
The current threat intelligence for deeply embedded, safety-critical automotive 

products is a time-consuming process which is not easy to scale: both structured and 
unstructured information sources have to be taken in account and the relevance for specific 
products needs to be evaluated. An example of such a task would be identification of product 
after-production (sophisticated and unexpected) defects, testified by first user experience 
formulated as a non-formal (also to be verified) but often publicly-available feedback. 

As a natural consequence of the commonly growing necessity in automatization of the 
threat intelligence, we see potential in improving this process by including an (partially 
generative) AI based-proposal mechanism to support cybersecurity analysts with the tasks of 
duplicate detection, relevance judgement, and prioritisation. While previous developments in 
generative modelling [1] testified global success, followed by, e.g., [2] and [3], to name but a 
few, contemporary development of large language models only amplified their application 
domains, underlying potential use in threat intelligence. 

With product monitoring being in the main scope of this thesis proposal, the practical 
task at hand here is the vulnerability analysis during long term support, i.e., it is expected that 
the product has been put to series production with all state-of-the-art measures applied and 
all known vulnerabilities at that point fixed. The next issue to be resolved is now to monitor 
various sources of new vulnerabilities which affect the product that is already on the market; 
usually, if something important is detected, various sources report about the same 
vulnerabilities. It is for this reason that the duplicate detection shall be tackled in first order, as 
we can see below. 

2. Addressing methodological challenges 
In the current PhD-proposal, we suggest to tackle the methodological challenges of the 
automotive threat intelligence subsequently addressing the following four tasks: 

2.1. Duplicate detection. Often, different intelligence sources (such as blogs, forums, 
newspaper articles, AUTO-ISAC, …) report the same events from researchers, hackers, etc. 
An AI-enforced system could recognize these duplicates by using, e.g., NLP-based approach 
[4] and tag the cybersecurity information accordingly; ideally, duplicate detection should be 
realisable without product specific training information (see also [5]). 

To address this challenge, a novel methodology including attention-based mechanism 
[6] shall be developed; both commercial and free-to-use implementations shall be considered 



[7]. The expected output of the developed tool should constitute an embedding of the report 
at hand into a meaningful metric/linear space. 

2.2. Relevance judgement (for certain products). In threat intelligence, analysts need to 
provide judgements whether an event is relevant for their company or for a certain product 
provided by the company. Clearly, such relevance decisions would require product specific 
training, to be implemented and employed in the following way: 

(a) An embedding-constructing mechanism (usually a neural network) should be 
developed, pre-trained on existing events (see, e.g., [8,9]). This can in fact be taken 
over from the previous task. Further, this network needs to be fine-tuned for task-
specific situations [10, 11]. 

(b) On the inference stage, out of an event (description), an embedding shall be created, 
treatable as an observation in the Euclidean space (that is a point). 

(c) Comparison-computation—in sense of a relevant measure, e.g., statistical data depth 
function [12,13]—shall characterise semantic closeness of the observation to one of 
the predetermined groups; see also [14] and [15] for exact and approximate 
computation. 

(d) Probabilistic calibration of the decision (1st and 2nd type errors) made, e.g., based on 
testing methodology available for these types of methods [16]. 

2.3. Prioritisation. Frequently, analysts need to prioritise certain events (both critical and non-
critical). Such a relevance judgement would also require product-specific training data, and 
probably a somewhat adjusted learning process. Again, an embedding, taken over from the 
previous approach, i.e., already calibrated one can either be readily used, or a potential re-
calibration might be needed. 

To ensure relevant operator-assistance, particularly important at the beginning while 
constituting a part of the data-collection process, an explanation is necessary for the human 
in charge. A rather simple model at the end, e.g., explanation approaches like FLINT [17] can 
be used, that are expected to provide the explanation of why some news are judged relevant 
or not themselves or in comparison with the others. Then an operator/expert could 
verify/question/correct (thus continuing the data collection process) the model’s decision. 
Such verification should be fast because of the high-level representation. Furthermore, 
features can be optionally chosen to be complex, e.g., attributed to a human-understandable 
concept, as it is the case in [18] or [19]. 
  
2.4. Extraction of a threat phrasing. In many situations, a (perhaps local in time) combination 
of tokens can be of high priority while possessing a threat. This can represent a phrasing that 
refers to a specific product without obvious thematic tagging or any other meta-data identifier. 
With the available developed machinery, extraction of such tokens' ensembles should be done 
as an extension, possibly-chronologically-at the end of the current project. 

3. Data and learning  
3.1. Availability of training data. Currently, for product development, ZF is typically 
processing a small two-digit number of cybersecurity events per day (most of them not 
relevant). Some of them are public information (internet sources which the system could parse 
automatically), some would be private disclosures. Before starting the thesis, AI-experts would 



have to judge whether this amount of information would be seen as sufficient to continuously 
train an AI-based proposal system. 

As a start, and to show a general proof of concept, instead of training with automotive 
specific data, publicly available databases like CVE/NVD (in combination with CVSS scoring) 
could be taken into account. Further, AI-assisted labelling can be implemented, including 
existing on the web opinions, labelling by operator/expert after receiving pre-processed 
information, which for example could also include explainability elements for potential 
correction by the expert; and thus, the network can immediately improve. 

3.2. Continuous learning. Since both the threat landscape and the product spectrum that 
analysts have to monitor are evolving, the system should be continuously learning by making 
proposals to the operators/experts and monitoring whether the operators would agree with the 
proposals or choose other options instead. For hard to decide cases, judgements from multiple 
experts for the same cybersecurity event could be taken into account, and the experts could 
optionally provide ratings about how certain they are with their relevance and prioritisation 
decisions. 

A possible extension of this approach would be to use the data accumulated by the 
assistant system to autonomously search for similar related threat data on the web, i.e., to 
actively gather cybersecurity information based on learned preferences of the analysts, if 
necessary, exploiting the results of task 2.4. 
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