Abstract—This paper introduces a new self-calibration destriping technique for pushbroom-type satellite imaging systems. Self-calibration means that no specific training data are required. It is based on the statistical estimation of each detector gain from the observed image, assuming a linear response. Both theoretical and practical behaviors are studied. Our technique is shown to outperform simpler techniques based on column averages in terms of gain estimation precision while keeping the computational cost within admissible limits.
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I. INTRODUCTION

Striping is a well-known phenomenon that arises in a large number of spaceborn multidetector imaging instruments. The main cause of such errors is a difference in the response of the sensors. Despite the prelaunch calibration phase, in-flight calibration often remains a prerequisite step for accurate image analysis.

The striping effect has different characteristics, depending on the instrument scanning of the scene and of the number of detectors. Some instruments, such as Landsat Thematic Mapper (TM) and MultiSpectral Scanner (MSS), operate optomechanically. The charge-coupled device (CCD) array is placed along-track and scans forward and reverse across-track using all the detectors at the same time. Therefore, due to the motion of the satellite, striping appears across-track with a period corresponding to the number of detectors. Other instruments, such as High Resolution Visible (HRV) onboard the Satellite Pour l’Observation de la Terre (SPOT) and Advanced Land Imager (ALI) and Hyperion onboard EO-1 (Earth Observation-1), rather rely on the “pushbroom” technique, where a whole image line is recorded using an array placed across-track. The other dimension is obtained thanks to the motion of the satellite along its orbit, as illustrated in Fig. 1. In the latter case, the striping effect is not periodic. Note that nonperiodic striping also arises in images from instruments with only one detector (such for the Very High Resolution Radiometer (VHRR) of the NOAA weather satellite system), which is caused by random fluctuations in the sensor response.

Striping may perturb the qualitative analysis of images. It can also introduce strong biases in the outcome of posterior processing aimed at extracting quantitative parameters, such as those based on geometric structure detection, image segmentation, and image cross correlation. Many destriping methods have been proposed in the literature. Most of them adopt either a filtering or a statistical approach (see, e.g., [1]).

The filtering approach has mainly been proposed to reduce periodic striping in images. Filtering in the spatial frequency domain is usually used [2]–[6]. Recently, wavelet-based filtering methods have been proposed [7], [8]. The main advantage of filtering methods is that they can be used on small images, possibly georectified. However, the spatial frequency components that are filtered out are only partly due to the striping effect. They also contain useful information on the observed image. Such information is lost after the filtering operation, and ringing phenomena may appear in the corrected image. Moreover, optimal filter design is not easy [5]; a Wiener filter approach has been proposed [9], but information on the spatial frequency content of the image is then required. In [9], this information is extracted from a reference image measured on another channel not affected by the striping effect.

Statistical methods account for the assumption that the inputs of all sensors have the same statistical characteristics. Using moment-matching techniques, assuming that the inputs of all sensors have the same mean and standard deviation, affine response functions of the detectors can be corrected [1], [10]–[14]. Histogram matching techniques require that the inputs have the same probability density functions, and they have a capability to deal with nonlinear detector responses [10], [15]. However, they may remain ineffective on small-size images, in particular when the image contains structures oriented along-track [16], [17]. Improved histogram-based methods have been proposed to be more robust to inadequacies of the statistical assumptions [16], [17]. Other methods first select homogeneous
parts of the image and then perform relative equalization of nonlinear detectors using polynomial models [18], [19].

In this paper, we only consider a linear detector response, which is a valid approximation for SPOT satellite instruments, and our goal is to calibrate the gain of the detectors from an observed image without reference or prior knowledge. The proposed method is presented in the Bayesian framework. From a hypothetical statistical model for the image, a gain estimator is deduced. Then, we demonstrate that the proposed gain estimator has statistical convergence properties under broad assumptions. Furthermore, the proposed estimator is shown to provide more accurate results than moment-matching-based estimators in a simulated finite data case, particularly for images with a small number of rows.

The pushbroom image acquisition principle is recalled in Section II, as well as the considered model of detectors, the current calibration procedure, and the main existing destriping techniques. In Section III, a statistical maximum a posteriori (MAP) approach based on a Markov random field description of ground scenes is presented, and a new class of gain estimators is deduced. Section IV is devoted to computational issues, which leads us to propose a low-cost iterative algorithm based on solving tridiagonal linear systems. In Section V, it is shown that the resulting gain estimators possess convergence properties in a much wider context than the range of validity of the statistical model initially adopted. Finally, Section VI deals with the practical use of the proposed gain estimator and presents performance comparisons based on realistic simulated data, particularly for images with a low number of rows.

As shown in Section II-B, the current calibration procedure for the offsets is very simple and effective, so we focus hereafter on the calibration of the gains and consider a purely linear model

\[ y_{r,c} = g_c x_{r,c}. \]  

(1)

With perfect detectors having an identity response \( g_c = 1 \), the imperfections then correspond to unknown gains \( g_c > 0 \), one for each column of pixels.

An equivalent relation can be written using the logarithm of (1): \( \log y_{r,c} = \log g_c + \log x_{r,c} \). For simplicity, we will note hereafter \( x^f_{r,c} = \log x_{r,c} \), \( x^f = \{x^f_{r,c}\}_r \), \( y^f = \{y^f_{r,c}\}_r \), \( g^f_c = \log g_c \), and \( g^f = \{g^f_c\}_{c=1,\ldots,C} \), which leads to the additive relation

\[ y^f_{r,c} = x^f_{r,c} + g^f_c \iff y^f = x^f + 1_R (g^f)^t \]  

(2)

where the symbol \( ^t \) denotes the transpose operator, and \( 1_R = [1, \ldots, 1]^t \) is a column vector of length \( R \).

B. Calibration of SPOT Instrument

At the present time, identification of both gains and offsets is performed during calibration phases. During such phases, the satellite imaging instruments observe a landscape that is as uniform as possible. To calibrate the offset, a mirror allows observing the sky, which can be considered as a null image. To calibrate the gain, the procedure is more complex since there is no perfectly uniform landscape on Earth. Observations over the poles are generally considered. In such experimental conditions, even a simple moment-matching estimator can give satisfactory estimated gains and offsets. Such a calibration system is periodically used to check and, if necessary, to adjust the detector responses.

Our aim is to estimate the gains \( g = \{g_c\}_{c=1,\ldots,C} \) from any image (typically, \( R = 6000 \) rows and \( C = 6000 \) columns), i.e., to avoid supervised calibration procedures using “well-chosen” images. Since the perfect data \( x_{r,c} \) are unknown, such a problem is highly indeterminate. On the other hand, we can rely on statistical redundancy, since only \( C \) unknown gains have to be estimated from \( R \times C \) measured pixels, where the number of rows \( R \) may be very large.

C. Simulated Images

To compare the different estimators, simulated data were generated from a perfect image \( \{x_{r,c}\} \) and a set of gain values. In what follows, the notation \( \tilde{g}_c \) refers to true gain values.

We simulated the SPOT acquisition process (by convolution and subsampling) from aerial photographs with a resolution of 1 m. We then obtained images with 2360 rows and 376 columns. To come closer to the SPOT configuration in terms of number of detectors, we mirrored the image twice in the column direction, so we obtained an image with \( 4 \times (376 - 1) = 1500 \) columns. In a second stage, to practically check the convergence of the estimators with respect to the number of image rows, we also duplicated the image in the other direction to produce arbitrarily long images. For each duplication, a random circular shift was employed to avoid repeating the same landscape within each long column and to ensure that all image

\[ 1 \text{Four linear arrays of 1500 detectors each.} \]
columns contain statistically similar data for an infinitely long image. Of course, such circular shifts have very limited effects for small images.

The applied gains \( \hat{g} \) (see Fig. 2) were generated as independent identically distributed (i.i.d.) random variables distributed uniformly on \([0.975, 1.025]\), which corresponds to the order of magnitude of the gains estimated during the calibration phases of SPOT satellites. Of course, no mirroring has been accounted for in the sampling of the gains.

Two test images have been used, corresponding to two different types of observed landscape, as illustrated in Fig. 3. In particular, let us stress that the first type presents oriented along-track structures, which makes the destriping problem more difficult when the image is of small size [16], [17].

Two indices have been used to quantify the quality of the estimated gains \( \hat{g} \), i.e.,

\[
\sigma_E = \sqrt{\frac{1}{C} \sum_{c=1}^{C} \left( \frac{\hat{g}_c}{g_c} - 1 \right)^2} \quad \text{max} = \max_c \left| \frac{\hat{g}_c}{g_c} - \frac{\hat{g}_{c+1}}{g_{c+1}} \right|
\]

namely, normalized mean square error \( \sigma_E \) and visual maximum \( \text{max} \). The interest of the latter is to provide the maximum calibration error between two neighboring columns, which is the most visible effect in the image (related to high frequencies errors on the estimated gains), whereas the former provides a more global and quantitative calibration error. \( \sigma_E \) somehow measures the radiometry distortion in the corrected images as, according to the model, the radiometry of the original image \( x_{r,c} \) has been modified by the gains of the detectors according to \( y_{r,c} = g_c x_{r,c} \). If the gains are correctly estimated (low \( \sigma_E \)), then the corrected image \( \hat{x}_{r,c} = y_{r,c} / \hat{g}_c \) will have the same radiometry than the original image.

**D. Moment-Matching-Based Empirical Estimators**

Among the existing destriping methods, we will only study the moment-matching-based empirical estimators, as histogram matching methods are generally used to correct striping from nonlinear detector responses—which is not the considered case—and our goal is to calibrate the gains, without losing spatial information via image filtering.

From an empirical viewpoint, estimators that converge toward the true gains for an infinite number of acquired rows can easily be defined in an ergodic stationary statistical framework. In such a framework, if we assume that each column of the image has the same statistical mean, then the empirical mean of a column \((1/R) \sum_{r=1}^{R} y_{r,c} = g_c (1/R) \sum_{r=1}^{R} x_{r,c}\) converges toward \( g_c m_x \), whereas \( m_x = E[X_{r,c}] \) is the mean of the perfect data, whereas the empirical mean of the whole image \((1/RC) \sum_{r=1}^{R} \sum_{c=1}^{C} y_{r,c}\) converges toward \( m_x E[g_c] = m_x \) (if we assume \( E[g_c] = 1 \)). Then, one can define the empirical mean-based estimator as

\[
\hat{g}_{E}\text{M} = \frac{C \sum_{r=1}^{R} y_{r,c}}{\sum_{c=1}^{C} \sum_{r=1}^{R} y_{r,c}}
\]

which is expected to converge toward \( g_c \) when the number of rows tends toward infinity. Let us note that if \( E[g_c] \) is unknown, then the gains can only be estimated up to a multiplicative constant, so the radiometry of the image will not be preserved. In practice, since the gains to estimate often correspond to deviations from calibrated values, the assumption \( E[g_c] = 1 \) can be considered as valid.

However, such an estimator gives unsatisfactory results, even for a large (but finite) number of rows. For a typical number of rows \( R = 3000 \), it can be seen on the example in Fig. 4 that the gains are very badly estimated. The reason is that such an estimator is very sensitive to the observed landscape. Indeed, it is clear from Fig. 4 that the mirroring effect performed on \( x \) for the simulation is retrieved on the estimated gains. On the spectral representation, it can be seen that the high-frequency components \((\nu > 0.2)\) are well estimated but the low frequencies have been overestimated. Of course, such an effect decreases when the number of rows increases, but even for \( R = 10^5 \) it is still visible.
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Such moment-matching empirical estimators have successfully been used on Landsat TM images [12], considering an affine model for the detector response (gain and offset have to be estimated). Note that for the Landsat satellite, the whole images are acquired with only six detectors, so the assumption that each detector acquires data with the same statistical mean is reinforced by the periodicity of the striping: six gains and offsets have to be estimated from $R \times C$ data, each detector $d$ measuring data $y_{r,c} = g_d x_{r,c} + o_d$, where $d = c \mod 6$.

For pushbroom-type images, as the mean of the image cannot be supposed constant along each column for an image with a low number of rows, a more robust adaptive version of such an empirical estimator can be defined, in which the mean of the image is computed locally with respect to columns using a normalized window $\{w_k\}_{k=-L,\ldots,L}$. For columns $c = L + 1, \ldots, C - L$, let the adaptive mean-based estimator be defined by

$$\hat{g}_{c}^{AM} = \frac{\sum_{r=1}^{R} w_{c-r} y_{r,c}}{\sum_{c'=c-L}^{c+L} \sum_{r=1}^{R} y_{r,c'}}.$$ 

Such adaptive empirical estimators have successfully been used, e.g., on Landsat and NOAA images, which are associated with detrending techniques [11] or with median filtering [13], to estimate both gains and offsets from Hyperion hyperspectral data.

When the image mean is computed locally, relatively good results can be obtained, as shown in Fig. 5. However, the spectral representation of the gains shows that the low frequencies are not so well estimated. One could still try to improve such a result, for instance, using other window shapes than a rectangular one, or by filtering the estimated gains, but an optimal choice of the window or the filter is not easy in a general case. Finally, more complex procedures based on moment-matching estimators and filtering can be defined for destriping hyperspectral pushbroom data, accounting for correlation of the images in the spectral dimension, such in [14] for Hyperion data.

III. NEW ESTIMATORS

We will focus hereafter on the additive relation (2). The proposed estimators can be introduced within the Bayesian statistical framework. Bayes’ rule allows us to combine prior information on the parameters to estimate with the information contained in the data to obtain the posterior probability density

$$p_{G'|Y^c}(g'|y^c) = \frac{p_{Y^c|G^c}(y^c|g^c)p_{G^c}(g^c)}{p_{Y^c}(y^c)}$$ (3)

where $p_{G^c}(g^c)$ is the a priori density of $g^c$, and $p_{Y^c|G^c}(y^c|g^c)$ is the data likelihood. The MAP estimator maximizes the posterior density, i.e., the a posteriori likelihood.

A. A Priori Model for the Gains

It seems reasonable to consider the gains to be statistically independent and of mean equal to 1 (their logarithm being
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Fig. 4. Spatial and spectral representation of the gains estimated with $\hat{g}^{EM}$ on first test image for $R = 3000$ : $\sigma_{E} = 7.74\%$ and $\max V = 3.85\%$.

Fig. 5. Spatial and spectral representation of the gains estimated with $\hat{g}^{AM}$ (rectangular window $w_k = 1/9$, $k = -4,\ldots,4$) on first test image for $R = 3000$ : $\sigma_{E} = 0.96\%$ and $\max V = 2.35\%$. 
B. A Priori Model for the Image

Given a stochastic model for the perfect data \( x^\ell \) described by a probability density \( p_{X^\ell} \), the data likelihood \( p_{Y^\ell}(y^\ell|x^\ell) \) can easily be expressed from the additive relation (2) between \( X^\ell \) and \( Y^\ell \) as

\[
p_{Y^\ell}(y^\ell|x^\ell) = p_{X^\ell}(x^\ell + 1_{R}(y^\ell|x^\ell)).
\]  

(5)

In the following, we have adopted a basic Markov field model, as widely used in the domain of image analysis and restoration [20], [21], for the logarithm of the image \( X^\ell \). More specifically, the chosen model is a first-order Markov field with pairwise interactions restricted to differences between neighboring pixel intensities as

\[
p_{X^\ell}(x^\ell) \propto \exp \left\{ -\frac{1}{T} \sum_{(m,n)} \phi(x^\ell_m - x^\ell_n) \right\} \tag{6}
\]

where \( m \sim n \) means summation over all distinct pairs \( \{m, n\} \) of horizontal and vertical neighboring pixels, and \( T \) is a constant parameter. Note that such a model is improper since \( \int p_{X^\ell}(x^\ell)dx^\ell = +\infty \), but it has to be of no practical consequence in the present context.

Classically [20], [22], one chooses \( \phi \) as an even function nondecreasing on \( \mathbb{R}^+ \). Typical examples are as follows:

- quadratic function (\( L_2 \) norm): \( \phi_2(u) = u^2 \)
- magnitude function (\( L_1 \) norm): \( \phi_1(u) = |u| \)
- hyperbolic function [22]: \( \phi_{21}(u) = \sqrt{s^2 + u^2} - s \)
- Geman-McClure function [23]: \( \phi_{20}(u) = \frac{u^2}{\sqrt{s^2 + u^2}} \).

Whereas the first two examples have a uniform behavior over \( \mathbb{R} \) (respectively, quadratic and linear), the last two examples behave quadratically near zero while they are asymptotically linear (\( \phi_{21} \)) or constant (\( \phi_{20} \)), respectively. The change of behavior roughly happens around the threshold parameter \( s \), as seen in Fig. 6.

C. MAP Estimation

According to (4)–(6) and to Bayes’ rule [see (3)], the proposed MAP estimator minimizes the anti-log posterior likelihood, which is proportional to the following criterion:

\[
J_{\text{MAP}}(g^\ell) = \sum_{r,c} \phi(\delta g^\ell_r - \delta y^\ell_{r,c}) + \lambda \sum_c (g^\ell_c)^2 \tag{8}
\]

where \( \lambda = T/2\sigma_g^2 \), \( \delta g^\ell_r = g^\ell_r - g^\ell_{r+1} \), and \( \delta y^\ell_{r,c} = y^\ell_{r,c} - y^\ell_{r,c+1} \). Let us note that only the differences between the horizontal neighbor intensities appear in the criterion \( J_{\text{MAP}} \).

The aim of the second part of \( J_{\text{MAP}} \) is to penalize the large values of the gains \( g^\ell_c \). Note that the first part of the criterion is constant for \( g^\ell + \alpha 1_{R} \), whatever the value of \( \alpha \), so the penalization helps to remove this ambiguity according to the assumption that \( g^\ell_c \) is zero mean.

Note that for the extreme case where \( \lambda = 0 \), the proposed estimator corresponds to a maximum-likelihood (ML) estimator \( \hat{g}^\ell_{\text{ML}} \) for the chosen model. However, it corresponds either to \( \sigma_g^2 = \infty \), i.e., an improper uniform prior law on \( \mathbb{R} \) for \( g^\ell \), or to \( T \to 0 \), which corresponds to a uniform landscape, both assumptions being quite unrealistic in practice. The reader may refer to [25] for a more complete study of such an ML-based gain estimator.

Of course, the use of the logarithm of the data instead of the data themselves introduces differences instead of divisions. As a consequence, the resulting criterion \( J_{\text{MAP}} \) has a simpler structure that facilitates both the practical computations and the statistical study.

IV. COMPUTATION OF THE ESTIMATE

The proposed estimator is defined as the minimizer of the MAP criterion [see (8)]. The goal of this section is to propose an efficient minimization technique.

A. MAP Estimate in the Quadratic Case

In the case \( \phi = \phi_2 \), the MAP criterion [see (8)] is quadratic and also reads

\[
J_{\text{MAP}}(g^\ell) = \sum_r \|Dg^\ell - Dy^\ell_r\|^2 + \lambda\|g^\ell\|^2
\]
where $D$ is the Toeplitz matrix of first-order differences, and $y^r_c \equiv [y^r_1, y^r_2, \ldots, y^r_C]^t$. The solution thus has an explicit expression

$$g^r_{\text{MAP}} = (D' D + \mu I)^{-1} D' D g^r_{\text{ML}}$$  \hspace{1cm} (9)

where $\mu = \lambda/R$ and

$$\hat{g}^r_{\text{ML}} = \frac{1}{R} \sum r y^r_c$$  \hspace{1cm} (10)

and $I$ is the identity matrix. The matrix $D' D + \mu I$ being tridiagonal, the computation cost of $\hat{g}^r_{\text{MAP}}$ is only linear with $C$.

Let us note that according to (10), $\hat{g}^r_{\text{ML}}$ can be viewed as an empirical estimator for $g^r$ that converges toward $\hat{g}^r + m^r g^r$ when $R \to \infty$, with $m^r g^r = E[X^r_{r,c}]$. Moreover, the matrix $D' D$ is nearly circulant (only its outer rows and columns do not respect the circulant structure). Therefore, expression (9) can approximately be written in the Fourier domain as

$$\text{FT} \left\{ \hat{g}^r_{\text{MAP}} \right\}(\nu) = W(\nu) \text{FT} \left\{ \hat{g}^r_{\text{ML}} \right\}(\nu)$$

with

$$W(\nu) = \frac{\left| \text{FT} \{d\}(\nu) \right|^2}{\left| \text{FT} \{d\}(\nu) \right|^2 + \mu}$$  \hspace{1cm} (11)

where $d = [1, -1, 0, \ldots, 0]^t$, so the MAP estimate $\hat{g}^r_{\text{MAP}}$ corresponds to a filtered version of $\hat{g}^r_{\text{ML}}$ with appropriate boundary conditions. The frequency response $W(\nu)$ is shown in Fig. 7 for several values of $\mu$. It corresponds to a high-pass filter with a cutoff frequency that decreases for an increasing number of rows $R$ in the image (and also for decreasing values of $\lambda$). Its effect is to remove the low-frequency components that are contaminated with the low-frequency components of the observed landscape. This is quite comparable to the result obtained by windowing the mean-based estimator according to the adaptive formulation in Section II-D.

### B. MAP Estimate in the General Case

For functions $\phi$ different from $\phi_2$, the MAP estimate has no explicit expression, and its computation amounts to solve an optimization problem that involves $C$ gain variables using an iterative scheme.

### V. Convergence Properties

To prove the consistency of the proposed estimator, one possibility is to rely on the asymptotic properties of the ML and Bayes estimates [32]. However, the practical impact of the result would depend on the fact that the Markov model
[see (6)] is statistically valid to describe the logarithm of the image. In the sequel, the proposed MAP estimator is shown to be consistent under much broader hypotheses.

A. Convergence Results

Definition 1: A real-valued function \( f \) is said to be \( n \)-type unimodal if for some value \( m \) (i.e., the mode), \( f(x) \) is increasing for \( x \leq m \) and decreasing for \( x \geq m \). It is said to be \( u \)-type unimodal if \( -f \) is \( n \)-type unimodal.

Proposition 1: Let us assume the following:

a) \( \phi \) is a continuous even \( u \)-type unimodal function. Without loss of generality, we also assume that \( \phi(0) = 0 \).

b) \( (\delta X_{r,c})_{r \in \mathbb{Z}} \) is a stationary ergodic random process.\(^2\)

c) \( \Delta X_{1,c} \) admits a probability density \( p \), which is even and \( n \)-type unimodal.

d) \( \delta \star p(0) < \infty \).

Let \( \hat{g}^\ell \) denote the minimizer of (8), and \( \delta \hat{g}^\ell = (\delta \hat{g}_k^\ell) \), with \( \delta \hat{g}_k^\ell = \hat{g}_k^\ell \). Then, \( \delta \hat{g}^\ell \) converges in probability toward the true value \( \delta g^\ell \) when the number of rows tends to infinity.

Proof: The proof is based on the fact that \( \delta \hat{g}^\ell \) is a minimum contrast estimator [33, Sec. 3.2]. A minimum contrast estimator of parameter \( \theta \) minimizes a cost function \( L_N(\theta) \) such that we have the following:

A1. when \( N \rightarrow \infty \), \( L_N(\theta) \) tends toward a function \( L(\theta, \bar{\theta}) \) of the true parameters \( \theta \).

A2. \( L(\theta, \bar{\theta}) \) is a contrast function for \( \bar{\theta} \), i.e., it reaches its minimum, as a function of \( \theta \), only at \( \theta = \bar{\theta} \).

Under quite general regularity conditions, the contrast estimators are weakly consistent, i.e., the minimizer \( \bar{\theta}_N \) of \( L_N(\theta) \) converges in probability toward \( \bar{\theta} \) as \( \forall \epsilon > 0 \), \( \lim_{N \rightarrow \infty} \Pr \{ \| \bar{\theta}_N - \bar{\theta} \|^2 > \epsilon \} = 0 \).

Let us prove that the minimizer of \( J_{\text{MAP}} \) yields a minimum contrast estimator associated with the following limiting function:

\[
L_c(\delta g^\ell, \delta \hat{g}^\ell) = \sum_c L_c(\delta g^\ell_c, \delta \hat{g}^\ell_c)
\]

with

\[
L_c(\delta g^\ell_c, \delta \hat{g}^\ell_c) = \left[ \phi \left( \delta g^\ell_c - \delta \hat{g}^\ell_c - \Delta X_{1,c}^\ell \right) \right] = \phi \star p \left( \delta g^\ell_c - \delta \hat{g}^\ell_c \right).
\]

First, it is equivalent to minimize \( J_{\text{MAP}}^R = J_{\text{MAP}} / R \) rather than \( J_{\text{MAP}} \). Given (8), \( J_{\text{MAP}}^R \) takes the following form:

\[
J_{\text{MAP}}^R(\hat{g}^\ell) = \sum_c L_c^R(\delta g^\ell_c) + \frac{\lambda}{R} \sum_c (g^\ell_c)^2
\]

where

\[
L_c^R(\delta g^\ell_c) = \frac{1}{R} \sum_r \phi \left( g^\ell_c - y^\ell_{r,c} \right).
\]

Let us consider the linear change of the variable \( (g^\ell_c) \rightarrow (g^\ell_1, \delta g^\ell) \), which is invertible given that

\[
g^\ell_1 = g^\ell_1 - \sum_{k=1}^{c-1} \delta g^\ell_k
\]

for all \( c > 1 \). Thus, we have

\[
\min g^\ell \ J_{\text{MAP}}^R(\hat{g}^\ell) = \min \ g^\ell_1, \delta g^\ell \ 
\]

\[
\left( \sum_c L_c^R(\delta g^\ell_c) + \frac{\lambda}{R} \sum_c (g^\ell_1 - \sum_{k=1}^{c-1} \delta g^\ell_k)^2 \right)
\]

\[
= \min \ g^\ell_1, \delta g^\ell \ 
\]

\[
\left( \sum_c L_c^R(\delta g^\ell_c) + \frac{\lambda}{R} \min \ g^\ell_1, \delta g^\ell \sum_c (g^\ell_1 - \sum_{k=1}^{c-1} \delta g^\ell_k)^2 \right)
\]

\[
= \min \ g^\ell_1, \delta g^\ell \ 
\]

\[
\left( \sum_c L_c^R(\delta g^\ell_c) + \frac{\lambda}{R} Q(\delta g^\ell) \right)
\]

where \( Q \) is a quadratic function of \( \delta g^\ell \) whose exact expression does not matter here, save for the fact that it does not depend on \( R \). Thus, in the limit \( R \rightarrow \infty \), the second term vanishes, whereas the first term tends toward \( L(\delta g^\ell_1, \delta g^\ell) \).

It remains to justify that \( L \) is a contrast function for \( \delta \hat{g}^\ell \), or equivalently that \( L_1 \) is a contrast function for \( \delta \hat{g}^\ell_1 \) for all \( c \). Given (14), this amounts to showing that the minimum of \( \phi \star p \) is uniquely attained at zero. The latter property holds since \( \phi \star p \) is even and \( u \)-type unimodal as a well-defined convolution of even unimodal functions. This result stems from a variation on Wintner’s result about even unimodal probability distributions [34]. Since Wintner’s result is only applicable if \( \phi \) can be normalized under the form of a probability density, we formulate and prove a standalone result in Appendix I-B. ■

Let us note that the consistency of \( \delta \hat{g}^\ell \) does not necessarily imply that of \( \hat{g}^\ell \). However, such an implication can be derived if an additional condition holds for the true gains, for instance, that their logarithm is statistically centered.

B. Practical Considerations

All functions \( \phi \) classically used in the Markov field image modeling and robust estimation satisfy condition (a) of Proposition 1. Moreover, the stationarity and ergodicity required by condition (b) are quite general assumptions. Therefore, one has to give particular attention to the conditions of Proposition 1 on \( \Delta X_{1,c}^\ell \) and particularly to conditions (c) and (d).

As \( \Delta X_{r,c}^\ell = x_{r,c} - x_{r+1,c} \) is a difference between pixels, it is quite natural to suppose that \( \Delta X_{1,c}^\ell \) has an even density. The unimodality assumption on \( p \) is stronger. Such a property is impossible to be assessed in general, but it can be checked on estimated densities from a case by case basis. Fig. 9 shows the estimated densities using simple histograms on the two test images. On such examples, it seems reasonable to assume that \( p \) is even and unimodal.

Finally, condition (d) also reads \( \int \phi(u) p(u) du < \infty \). Since \( p \) and \( \phi \) are unimodal continuous functions, an equivalent property is that \( \phi(u) p(u) \) vanishes more rapidly than \( |u|^{-1} \) for large values of \( |u| \). Since the considered functions \( \phi \) do not increase more rapidly than \( |u|^2 \), or even than \( |u| \) in the case of edge-preserving functions, \( p(u) \) must vanish more rapidly than

\(^2\)A stationary random process \( (X_r)_{r \in \mathbb{Z}} \) is said to be ergodic if

\( \lim_{R \rightarrow \infty} \frac{1}{R} \sum_{r=-R}^{R} \phi(X_r) = E[\phi(X_1)] \) for every function \( \phi \) for which \( E[|\phi(X_1)|] \) is finite.
mean and adaptive-mean-based estimators $\hat{g}_{EM}$, $\hat{g}_{AM}$, with the proposed estimators for different functions $\phi$, for 3000 or 10 000 rows of the test images.

All of the proposed estimators depend on the parameter $\lambda$, and $g_{MAP}^{2.1}$ and $g_{MAP}^{2.0}$ also depend on the parameter $s$.

The parameter $\lambda = T/2\sigma_2^2$ depends on both the variance of the true gain values $\sigma_2^2$ and the image (via $T$). In the quadratic case, $\lambda$ has been shown to tune the high-pass filtering of the empirically estimated logarithm of gains (see Section IV-A). While this interpretation is more valid in the nonquadratic case, $\lambda$ still plays the same role, the level of “filtering” being set by the parameter $\lambda$. The example in Fig. 10 clearly indicates that for a small value of $\lambda$ the low frequencies are overestimated, whereas for a large value they are underestimated. Moreover, Table I shows that gain estimation is not very sensitive to the value of $\lambda$, so a constant value can be adopted independently of the test image and of the value of $s$. In our case, an appropriate choice is $\lambda = 10^5$ for $\phi_2$, $\phi_1$, and $\phi_{21}$, and $\lambda = 10^8$ for $\phi_{20}$. However, one must pay attention to the fact that such a value also depends on the variance of the gains, i.e., of the severity of the striping effect. In all cases, the display of the estimated gains in the spectral domain should be useful to adjust the value of $\lambda$ in an empirical way.

In the case of $g_{MAP}^{2.1}$ and $g_{MAP}^{2.0}$, the value of the parameter $s$ must also be chosen, which happens to be rather easy. At first glance, $s$ is image dependent since it enters the a priori law of the image. However, this parameter does not depend on the image scale, since our model (6) deals with differences between the logarithm of pixel values. For the function $\phi_{21}$, the best results are obtained for a low value for $s$, so that $\phi_{21}$ may be seen as a differentiable approximation of $\phi_1$. However, the computational burden of the algorithm proposed in Section IV-B increases for very small value of $s$, whereas the estimated gains are very similar. Therefore, a good tradeoff is reached at $10^{-2}$. The situation is quite comparable for function $\phi_{20}$, and we have found that $s = 0.1$ was an appropriate value for all the tested images.

Finally, Table I shows that the proposed approach gives better results than the moment matching one in all situations both in terms of $\sigma_E$ and $\max V$. In particular, the function $\phi_{20}$ generally provides better results than $\phi_1$ and $\phi_{21}$, and the latter perform better than $\phi_2$.

The typical numbers of iterations and computation time for the simulations in Table I for $R = 3000$ (respectively, $R = 10 000$) rows image are as follows:

- 50 iterations and 20 s (respectively, 70 s) for $\phi_1$;
- 12 iterations and 8 s (respectively, 30 s) for $\phi_{21}$;
- 12 iterations and 5 s (respectively, 20 s) for $\phi_{20}$.

B. Practical Convergence

We empirically checked the convergence of the proposed estimators toward theoretical values for images with a growing number of rows (from $R = 10^3$ to $10^5$). Fig. 11 depicts the quality indices of the different estimates as functions of $R$. Note that $\sigma_E$ is not represented for the empirical mean estimator $g_{EM}^{2}$ because the values are too large. The proposed approach gives much better results than the adaptive mean moment matching solution $g_{AM}^{2}$, particularly for small numbers of rows (typically, $R = 6000$ for SPOT images). The results obtained using $\phi_2$ are of intermediate quality between that of the adaptive mean moment-matching estimator $g_{AM}^{2}$ and MAP estimation using edge-preserving functions $\phi$.

As expected, $\phi_1$ and $\phi_{21}$ for small values of $s$ always give very similar results. The function $\phi_{20}$ gives even slightly better results in terms of mean square error $\sigma_E$ and comparable results in terms of visual maximum $\max V$. Let us also remark that the performances are more contrasted for the first test image than for the second test image. However, the ordering remains the same in all cases and whatever the number of rows.

C. Sensitivity to Quantization and to Image Dynamics

In practice, quantization is performed on the acquired images, so the aim of this section is to quantify the sensitivity of the proposed estimators to quantization. Fig. 12 depicts the quality indices of the different estimators as functions of the number of bits used for quantization. Equivalently, such quality indices can be considered as functions of the image dynamics, as using one bit less for quantization is strictly equivalent to halving the dynamics. The proposed approach is clearly more sensitive to the quantization effect than the adaptive mean moment-matching solution. For very low number of bits, the latter would become preferable. However, the proposed estimators remain superior as long as the image intensities are quantified using more than 6 bits, which covers all practical situations.
TABLE I
ERROR INDICES FOR THE GAINS ESTIMATED WITH THE MOMENT-MATCHING AND MAP ESTIMATORS FOR DIFFERENT FUNCTIONS $\phi$ AND VARIOUS VALUES FOR PARAMETER $s$ AND $\lambda$; ESTIMATION PERFORMED ON THE FIRST AND SECOND TEST IMAGES FOR $R = 3000$ AND $R = 10000$

<table>
<thead>
<tr>
<th>$s$</th>
<th>$\lambda$</th>
<th>$R = 3000$</th>
<th>$R = 10000$</th>
<th>$R = 3000$</th>
<th>$R = 10000$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\sigma_E$</td>
<td>$\max_V$</td>
<td>$\sigma_E$</td>
<td>$\max_V$</td>
</tr>
<tr>
<td>$\hat{g}^{\text{MM}}$</td>
<td>7.74%</td>
<td>3.85%</td>
<td>5.00%</td>
<td>1.52%</td>
<td>6.89%</td>
</tr>
<tr>
<td></td>
<td>0.96%</td>
<td>2.35%</td>
<td>0.66%</td>
<td>1.61%</td>
<td>0.87%</td>
</tr>
<tr>
<td>$\hat{g}^{\text{AM}}$</td>
<td>1.22%</td>
<td>2.59%</td>
<td>0.95%</td>
<td>1.08%</td>
<td>0.89%</td>
</tr>
<tr>
<td></td>
<td>0.69%</td>
<td>1.63%</td>
<td>0.56%</td>
<td>1.07%</td>
<td>0.71%</td>
</tr>
<tr>
<td></td>
<td>1.01%</td>
<td>2.87%</td>
<td>0.76%</td>
<td>1.64%</td>
<td>1.02%</td>
</tr>
<tr>
<td></td>
<td>1.37%</td>
<td>4.50%</td>
<td>1.24%</td>
<td>3.86%</td>
<td>1.37%</td>
</tr>
<tr>
<td>$\hat{g}^{\text{MAP}}$</td>
<td>0.88%</td>
<td>0.84%</td>
<td>0.55%</td>
<td>0.44%</td>
<td>0.95%</td>
</tr>
<tr>
<td></td>
<td>0.54%</td>
<td>0.78%</td>
<td>0.44%</td>
<td>0.45%</td>
<td>0.57%</td>
</tr>
<tr>
<td></td>
<td>0.56%</td>
<td>1.08%</td>
<td>0.44%</td>
<td>0.55%</td>
<td>0.72%</td>
</tr>
<tr>
<td></td>
<td>1.01%</td>
<td>3.05%</td>
<td>0.74%</td>
<td>1.74%</td>
<td>1.20%</td>
</tr>
</tbody>
</table>

VII. CONCLUSION AND PERSPECTIVES

Imperfect detectors in a CCD linear array generate a striping effect when the array is used to scan images. This is a non-negligible source of degradation in pushbroom-type satellite imaging systems. However, compensation is easy provided that accurate estimation of detector responses has been achieved.

This paper has introduced a statistical self-calibration method to perform linear response correction. Self-calibration means that no specific training data are required, in contrast with commonly found approaches that involve specific calibration procedures. Our approach is based on a Markov random field model for the logarithm of pixel intensities. The best results are obtained with a nonconvex energy, e.g., when the a posteriori distribution is maximized with respect to the logarithm of detector gains.

The corresponding estimators have been shown well behaved in both theoretical and practical sense. They yield significantly higher precision than empirical estimation based on column averages at a computational cost that remains moderate.

The proposed method assumes a linear response of the detectors, and its efficiency depends on the validity of this model. For example, if the offset of an affine response has not been correctly calibrated, estimating the gains (and offsets) with a moment-matching-based method may give better results than with the proposed method. However, partial simulation results on the test images in Fig. 3 show that our method is relatively insensitive to offset residuals up to a value of 2 or 3. However, if the striping is due to the offsets but the gains are known, the proposed method can directly be applied to estimate the offsets (up to an additive constant) using the image itself instead of its logarithm. We are currently studying an extension of the method to jointly estimate the gains and offsets of the detectors. However, even if the practical results are encouraging, most of the theoretical properties presented in this paper collapse in this case. In particular, the criterion to minimize may have local minima, and convergence properties may not be guaranteed.
Fig. 10. Spatial and spectral representation of the gains estimated with the MAP estimator $\hat{g}^{2.0}_{\text{MAP}}$ with $\phi_{20}$ for $s = 0.1$ and various values of parameter $\lambda$; estimation performed on the first test image for $R = 3000$.

Fig. 11. Quality of the moment-matching and proposed estimators as a function of the number of rows on the first and second test images. $\lambda = 10^3$ for $\phi_2$ and $\phi_1$, $s = 10^{-2}$ and $\lambda = 10^4$ for $\phi_{21}$, and $s = 0.1$ and $\lambda = 10^4$ for $\phi_{20}$.

Fig. 12. Effect of quantization on the quality indices of the different estimators. Plain lines and dashed lines correspond to $R = 10000$ and $R = 3000$ rows, respectively. $s = 10^{-2}$ and $\lambda = 10^3$ for $\phi_{21}$, and $s = 0.1$ and $\lambda = 10^4$ for $\phi_{20}$.
and after the image correction. Both images have been enhanced using xv (cf., http://www.triton.com/xv) and the color map set from 50 to 150 to emphasize the striping effect.

Another extension of the proposed method to hyperspectral data may also be interesting, accounting for correlation in images acquired at different wavelength. Such an attempt is proposed in [14] for Hyperion data based on a moment-matching estimator.

**APPENDIX I**

**A. IRLS**

The IRLS algorithm can be justified within several theoretical frameworks. According to a unifying viewpoint, it can be seen as a particular instance of a majorize–minimize (MM) algorithm [35]. Let \( J \) be a real-valued criterion to be minimized such that

\[
J(\tilde{u}) \leq K(\tilde{u}, u)
\]

\[
J(u) = K(u, u)
\]

for some bivariate real-valued function \( K \) for all couples \( u, \tilde{u} \).

The function \( K(\cdot, u) \) is said to be a majorizing approximation of function \( J \) at \( u \). It is then easy to prove that \( J(\tilde{u}) \leq K(\tilde{u}, u) \leq J(u) \), where \( \tilde{u} = \arg \min_u K(\tilde{u}, u) \), so the following MM iteration produces a nonincreasing series \( \{ J(u_k) \} \):

\[
u_{k+1} = \arg \min_u K(u_k, u).
\]

Under broad assumptions, MM algorithms are provably convergent toward a minimizer of \( J \) [35].

The interpretation of the IRLS algorithm as an MM scheme is a consequence of the following results [22], [28], [29]. Let \( \phi \) be a \( C^1 \) even function such that \( \phi(\sqrt{c}) \) is concave over \( \mathbb{R}^+ \). Then, there exists \( \psi \) such that

\[
\phi(u) = \inf_{w \in \mathbb{R}} \left( wu^2 + \psi(w) \right).
\]

Moreover

\[
\arg \min_w (wu^2 + \psi(w)) = \frac{\phi'(u)}{2u}
\]

which is understood to be extended by continuity for \( u = 0 \).

As a consequence

\[
K(g^\ell, g^r) = \sum_{r,c} \left( w_{r,c} (\delta g^\ell - \delta g^r)^2 + \psi(w_{r,c}) \right) + \lambda \sum_c (g^c)^2
\]

is a majorizing function for \( J_{\text{MAP}} \), with each \( w_{r,c} \) being a function of \( g^c \) according to (12). Moreover, \( K \) is a quadratic function of its first argument, and minimizing it with respect to this argument amounts to solve the tridiagonal linear system (13).

**B. A Unimodality Result for the Convolution Product of Unimodal Functions**

**Proposition 2**: Let \( \phi \) be a continuous even \( u \)-type unimodal function such that \( \phi(0) = 0 \), and \( p \) an even \( n \)-type unimodal probability density such that \( \phi * p(0) < \infty \). Then, the convolution product \( \phi * p \) is a continuous, even, and \( u \)-type unimodal function.

The main part of the proof follows similar lines to Purkayastha’s proof of Wintner’s result [36].

**Proof**: First, \( \phi * p \) is continuous since \( \phi \) is continuous and takes finite values since \( \phi * p(0) < \infty \). Moreover, \( \phi * p \) is an even function since both \( \phi \) and \( p \) are even.

Let us show that \( \phi * p \) is an increasing function on \([0, \infty)\). Suppose that \( X \) is a random variable with density \( p \), i.e.,

\[
\phi * p(x) = E[\phi(X - x)] = \int_0^\infty \Pr(\phi(X - x) > u)du.
\]

Now, given that \( \phi \) is even and \( u \)-unimodal, \( \{ \phi(X - x) > u \} \) is the same event than \( \{|X - x| > \phi^{-1}(u)\} \), where \( \phi^{-1}(u) \) conventionally denotes the unique nonnegative solution of \( \phi(v) = u \). Hence

\[
\phi * p(x) = \int_0^\infty f(x, u)du
\]

where

\[
f(x, u) = \Pr(x < x - \phi(x)) + \Pr(x > x + \phi(x)) = \int_{-\infty}^{x-\phi(u)} p(y)dy + \int_{x+\phi(u)}^{\infty} p(y)dy
\]

so that

\[
\frac{\partial f(x, u)}{\partial x} = p(x - \phi(x)) - p(x + \phi(x))
\]
which is positive for $x > 0$ for all values of $u$. Thus, $f$ is an increasing function for all $x > 0$, and the same holds for $\phi * p$, given (17).
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