Concurrent Data Structures for Big Data Streaming

To deal with the vast amount of data that are produced every day from all kinds of devices,
we need fast and efficient data processing algorithms that operate in real time. Data streams are
an algorithmic abstraction to support real-time analytics. Classification is one of the principal
algorithms in big stream data mining. Decision tree learners are the most popular category of
classifiers in settings where black-box classifiers are not desirable, for example, in health-related
applications [1].

The project aims at developing a library of decision trees and their ensembles (forests [2]). As a
first step, we plan to construct a multi-threaded version of the classical Hoeffding tree [3], in order
to speed up its performance. The concurrent implementation should allow for various optimizations
and be independent of which classifier is used at the leaves of the tree.

The next step is to adapt the designed algorithms to more elaborated trees (e.g., for CVFDT [4]),
by supporting concurrent deletions and replacements of entire branches. The project also aims to
study whether ensembles of Hoeffding trees can be implemented efficiently in a distributed setting,
e.g., a cluster/cloud environment with multiple nodes. For example, we can start with considering a
hybrid approach where a concurrent version of a Hoeffding tree is employed in each of the cluster’s
nodes.

This is a joint project of Télécom Paris and the University of Crete.
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