Generation of relevant didactic explanations by the computer running a simulation for itself
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Conceptual knowledge is a fundamental part of what is taught to engineering students. However most efforts in C.A.L. research are devoted to helping students acquire new skills, not concepts. We describe here a research project that aims at providing the student with relevant conceptual explanations whenever these are needed. We try first to describe what a relevant explanation should be and how it could be generated. Then we consider the possibility of coupling the explanation module with a simulation program so that part of the knowledge used in explanations is extracted from the simulation.
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1. Introduction : the need for sound explanations

Learning involves many different aspects such as discovery, trials and errors, factual knowledge, extraction of recurrent patterns, understanding theoretical knowledge, and so on. During the three last decades, research in Computer Assisted Learning gave rise to several efficient devices that may assist the learner in all these tasks. Our concern here is more specifically about the possibility of providing the student with relevant explanations at the right moment. This is certainly a very important act in the teaching process. However, to our view, this fundamental aspect has not been sufficiently addressed in the recent past. Current trends in C.A.L. research are more concerned with giving access to pre-stored knowledge and multimedia data or with providing realistic simulations, rather than with the computation of tailored explanations. We consider that most C.A.L. systems could be dramatically improved by the adjunction of an efficient explanation module.

Some well-known systems such as J.R. Carbonell’s SCHOLAR [[27]], the SOCRATIC SYSTEM [[2]], WHY [[24],[5]] were able to argue with the student and thus to
point at misconceptions that may have occurred during the student’s learning process. Unfortunately these efforts have not been systematically pursued. Among recent attempts, we find interesting studies about the development of contextual help systems [[19]] and the so-called critiquing systems [[15]]. However such studies are often technically oriented and do not rely on a systematic investigation of what a sound and efficient explanation should be. As a consequence, even if excellent realizations are produced, they appear as ad hoc solutions and provide us with no indication about a general method for generating efficient explanations. Moreover, such systems require a long development that is time consuming for the author. What we need is, ideally, a general-purpose explanation module that would be able to deliver relevant explanations at the right moment. Of course, this module would be given appropriate knowledge, the design of which should be quite light for the author if s/he is using powerful elicitation systems. We think that such a system is not an utopia. We even think that most of the necessary techniques are available. What we need is a better understanding of the students’ conceptual needs, and a criterion to decide weather an explanation will be relevant or not.

Surprisingly, most of the work on the generation of explanations has been conducted outside the C.A.L. community. The main concern was to make knowledge-based systems able to communicate not only results, but also the deductive reasoning that led to these results [[17],[20],[22]]. The trouble came from the fact that users were not at all satisfied when given the trace containing the mere sequence of deductions made by the system. Some authors attempted to perform some more elaborate treatment on the trace [[25]], while others decided to completely redesign knowledge-base systems in order to make them able to produce human-like explanations [[26],[3]]. Some of these developments were extended to C.A.L. applications [[4],[16]].

Such a transposition from the expert system technology to C.A.L. could be seen as problematic. It is understandable that the satisfaction of a knowledge-base system user requires sound explanations, but are we sure that sound explanations will systematically improve the performance of students in a learning context? In [[23]], it was almost suggested that this was not true! In [[11]], we gave arguments in favor of explanations. We made a qualitative distinction between two fundamentally different aspects of learning: skill learning and conceptual knowledge learning. We suggested that explanations were the very process by which concepts were acquired. In [[23]], explanations could be avoided (and were even superfluous) because it was a situation of pure skill acquisition. If we think of the importance of conceptual knowledge in itself but also as involved in complex skills [[11]] (try to imagine an ignorant physician or an ignorant engineer) we see the importance of being able to provide the learner with sound conceptual explanations.

2. Modeling relevant explanations

Our own approach contrasts with many research trends in C.A.L. in several aspects. Our first motivation was not technically oriented, but was rather to understand the structure of spontaneous human explanations [[6]]. Our starting point was the observation of natural conversations. It appeared to us that efficient explanations were quite often given or asked for during spontaneous interactions [[12]]. We also observed that this phenomenon occurred each time interlocutors considered a situation
paradoxical. In other words, in spontaneous situations, explanations are not merely delivered. They always appear as a way to prevent or to escape from a paradoxical state of affairs. We tried to extend this principle to learning situations. Our system SAVANT3 \([7],[8]\) was designed to help the student discover explanation through a dialogue. In a first phase, SAVANT3 tries to show that the situation created by the student is paradoxical, in other words, to show that the student made contradictory declarations or decisions. Then, in a second phase, the system and the student discuss together until they find a way of restoring consistency.

Besides these C.A.L. developments, we worked on a program, PARADISE, that was able to reconstruct real conversations \([10]\). The underlying principles are almost the same as with SAVANT3: first detect problematicity, then escape from it. In the case of PARADISE, problematicity includes both paradoxical and undesirable states of affairs. We now consider PARADISE not only as computer program that is able to reproduce the interlocutors' performance, but as a plausible cognitive model of the generation of explanations. Let us consider an example.

The above picture shows the situation encountered at the receiver in a digital communication. We see three successive pulses that overlap since \(T\) is smaller than the width of a single pulse. Actually, the real signal is not shown: it results from the sum of the successive pulses. The received signal is sampled at periodic moments in order to decide if the corresponding pulse is positive (meaning for instance \(1\)) or negative (meaning \(0\)). If the sampling is merely performed without specific care, then pulse overlap will corrupt the samples, and errors will ensue. However, if the signal is nicely filtered so that only the single interesting pulse is non zero at sampling time (as shown on the picture), then the message may be perfectly recovered.

What are we doing when we are teaching this aspect of digital communication? What the student needs to “know” is certainly not only what to do in such and such circumstances. The student needs to understand what s/he is doing. The question, for us, is to correctly model the process by which the student understands, so that we are able to produce better explanations. According to the theory we developed, what the student has to acquire is a set of constraints. Here are a few examples of such constraints:
incompatibility 1:
I.S.I. terms: \( p((k-n)T) \) are not equal to zero (for \( k \) and \( n \) different)
samples are not spoiled

incompatibility 2:
pulses overlap at the receiver
I.S.I. terms: \( p((k-n)T) \) are equal to zero (for \( k \) and \( n \) different)
pulse shape is not modified at the receiver

incompatibility 3:
samples are spoiled
the message is perfectly recovered

incompatibility 8:
pulses are shorter than \( T \)
the bandwidth of the transmitted signal is not larger
the symbol rate \((1/T)\) is not made slower

incompatibility 15:
the bit rate is not lower
the symbol rate \((1/T)\) is made slower
the size of the symbol set is not increased

For instance incompatibility 2 states that it would be miraculous that I.S.I. terms (Inter-symbol Interference) are zero when nothing is done to the signal. If the student is fully aware of all the relevant constraints, then we can say he knows the subject. What can we do to help him? The first idea, which is at the core of SAVANT3, is to consider that if the student lacks one of these constraints, then s/he will wrongly accept or create abnormal situations. Here is an example of dialogue with SAVANT3.

S- According to what I understood: the message is perfectly recovered. But are we sure that the samples will give a reliable information ?
L- no
S- But perhaps you think that I.S.I. terms: \( p((k-n)T) \) are not equal to zero (for \( k \) and \( n \) different)
L- they may be equal to zero
S- yes... But pulses overlap at the receiver
L- yes
S- But wait... According to what you said:
- pulses overlap at the receiver
- I.S.I. terms: \( p((k-n)T) \) are equal to zero (for \( k \) and \( n \) different)
I must say I’m confused !
L- we can change the shape of the pulses as they are received
S- yes... According to what I understood: pulses overlap at the receiver. But perhaps you think that the symbol rate \((1/T)\) is made slower
L- no, simply put a filter to adjust the shape
S- yes... Okay...

What SAVANT3 does is to try to trap the student into a contradiction, using the 15 incompatibilities of the knowledge base. However, if SAVANT3 is able to help the
student discover his misconceptions by himself through this type of Socratic dialogue, it is not, however, designed to provide complete explanations or advice. Let us now observe PARADISE’s output with the same set of 15 constraints:

**input**
pulses overlap at the receiver
I.S.I. terms: $p((k-n)T)$ are not equal to zero (for $k$ and $n$ different)

**trace**

<table>
<thead>
<tr>
<th>constraint</th>
<th>decision</th>
<th>comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>pulses are not shorter than $T$</td>
<td>understanding the situation (making the world consistent)</td>
</tr>
<tr>
<td>13</td>
<td>the symbol rate $(1/T)$ is not made slower</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>samples are spoiled</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>the message is not perfectly recovered</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>the message is perfectly recovered</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>samples are not spoiled</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>I.S.I. terms: $p((k-n)T)$ are equal to zero (for $k$ and $n$ different)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>pulse shape is modified at the receiver</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>pulses are filtered at the receiver</td>
<td></td>
</tr>
</tbody>
</table>

**result**
pulses overlap at the receiver
pulses are not shorter than $T$
the symbol rate $(1/T)$ is not made slower
the message is perfectly recovered
samples are not spoiled
I.S.I. terms: $p((k-n)T)$ are equal to zero (for $k$ and $n$ different)
pulse shape is modified at the receiver
pulses are filtered at the receiver

PARADISE is able to find out a solution. This is not a wonder, since many systems are able to satisfy a given set of constraints. What is interesting here is that PARADISE is supposed to do it “in the human way”. In its modern version, PARADISE is a very simple program that makes only two things: it first makes the world consistent, then it makes the world both consistent and desirable (or at least not undesirable). Interestingly, the same technique is involved in the two phases. The trace obtained in the first phase, when PARADISE tries to make the situation consistent, looks very much as human understanding. It understands that the samples are spoiled and that consequently the message will not be perfectly recovered, using incompatibilities 1 and 3. Then, in the second phase, PARADISE tries to change this undesirable state of affairs. Doing this, it comes upon the filter solution.
What we claim here is that PARADISE is a good model of human reasoning that may have direct applications to the generation of didactic explanations. It is easy to use PARADISE’s trace and output to generate sound explanations that may be illuminating for the learner. But explanations are useful when they are needed. How can we ensure that the learner will need them?

3. Interfacing SAVANT3 and PARADISE with simulations

According to the underlying theory, explanations are needed when the student is perceiving a paradoxical situation, and advice or decisions are needed when the student is perceiving an undesirable situation. SAVANT3 tries to provoke the perception of a paradoxical situation by asking questions, and then tries to solve it with the student. PARADISE, on the other hand, has very little to say when the situation is neither paradoxical nor undesirable. It would be more natural to have both systems waiting for a suitable, i.e. problematic, situation. Actually such problematic situations do frequently occur when the student is using a simulation program, making choices and reacting to events. The challenge is then for us to be able to take advantage of these situations.

In a previous attempt [[13]], we tried to have SAVANT3 argue about the correctness and the efficiency of a small Prolog program written by the student. Any cause for imperfection was presented as incompatible with these two criterions. However this approach had intrinsic limitations. SAVANT3 had to be provided with a complete knowledge that it could use to prove the correctness and the efficiency of the Prolog program. Most of the time, this requirement of completeness cannot be fulfilled: the mapping parameters $\rightarrow$ behavior that is realized through a given simulation cannot be totally captured by a limited set of logical constraints. We are now trying to adopt a different approach which is reminiscent of the critiquing system approach [[15]] in this respect. First we abandon the idea of complete knowledge. Then we provide the critic, which may be SAVANT3 or PARADISE, with two kinds of interface with the simulation:

- a set of “sensors”: each sensor is attached to a logical proposition like “pulses overlap”. It is a way of asking the simulation for the truth value of the proposition at a given moment.
- a way of asking if a given state (partial assignation of truth values to propositions) is possible, i.e. can be reached by the simulation. If this is the case, the simulation may activate other sensors, i.e. assign a truth value to some uninstantiated propositions.

As a result, the critic is able to detect problematic situations when they occur. SAVANT3 is then able to start a fruitful dialogue with the student. Of course, due to incomplete knowledge, some problematic situations may go unnoticed, SAVANT3 being unable to detect them. In the same context, PARADISE performs almost identically. It detects a problematic situation and begins to think about it. However, it is somewhat smarter than SAVANT3, because it is able to draw some inferences. In order to make the situation consistent and desirable, PARADISE has to assign truth values and even to reverse some of them. Unfortunately, PARADISE can never be sure that what is consistent or desirable from its own point of view will remain consistent and desirable after a confrontation with the simulated reality. If pulses are filtered at the receiver, then everything seems to be okay in PARADISE’s world. But filtering may be imperfectly
realized, leading to non zero ISI terms, or to a worse signal-to-noise ratio. In such case, PARADISE will be able to go further by trying another way of making the world consistent and desirable, suggesting for instance to increase the set of symbols.

Such a procedure, by which PARADISE tries its solution before uttering it, seems to be very promising. We are currently working on several projects that aim at proving the feasibility of the approach and its didactic value. Many technical and conceptual problems are yet to be solved, but we are very are very confident in the principles that underly the approach: the need for sound explanations that are delivered in problematic contexts, and the interface between logical constraints and simulations as a way to build up such explanations.
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