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‘Concepts’ have received different and often irreconcilable definitions in disciplines such as linguistics, cognitive philosophy, artificial intelligence and psychology. Concepts are sometimes regarded as prototypes. From this perspective, concepts are characterized by gradualism (topological or metric proximity, membership convexity, typicality measure) and iconicity (same nature as percepts), extensionality (concepts as fuzzy sets or regions in a given space), lack of recursive structure (i.e. the internal structure of concepts does not involve further concepts). For instance, P. Gärdenfors’ Geometry of meaning presents concepts as convex regions in perceptual spaces (Gärdenfors, 2014).

On the other hand, when considered as elements in sentences or in reasoning processes, concepts are often described as logical predicates. By nature, predicates are symbolic (no gradualism), non-iconic, intensional and possibly recursive (predicates may be defined using other predicates, as in KILL(X,Y) = CAUSE(X, DEATH(Y))). For instance, J. Fodor argues that concepts must be symbolic representations (what we call predicates here) if we want to account for compositionality and systematicity.
(Fodor, 1998) (note that Fodor strongly refuses the recursive nature of concepts (Fodor et al., 1980)). When membership and extension are considered, it is only with respect to the
definite ‘membership set’ corresponding to the predicate.
Considering concepts as mental representations, should we regard them as perceptual prototypes or rather as symbolic entities?

**Incompatibility.** We will show that the two perspectives are cognitively incompatible. Generalized percepts cannot be considered as extensions (membership sets) of predicates, as shown historically by E. Rosch (Rosch & Mervis, 1975). Moreover, we lack convincing mechanisms to explain how concepts, if considered as abstracted from percepts, can be systematically composed. The perceptual composition ‘house’ + ‘boat’ may produce unreliable results (this can be tested using a search engine: results range from a barge to a former boat converted into a dwelling or a house with a pediment reminding a sail). Mere association cannot explain systematic aspects of composition.

The words ‘Mary sleep’ may be linked to a composite scene in which Mary is lying and sleeps, but we cannot exclude that no such scene would be retrieved when hearing ‘Anna sleep’. Systematic composition, however, requires that if SLEEP(MARY) can be represented, so must be SLEEP(ANNA). Fodor, in his controversy with P. Smolensky, showed that systematic composition is absent from graph-based knowledge representations in which concepts are represented by nodes in a graph (e.g. in traditional neural networks, even if the nodes correspond, not to single neurons, but to groups of neurons) (Fodor & Pylyshyn, 1988). Conversely, classical predicates forming a coherent compositional system cannot be linked to percepts. Connecting such a system to percepts would be like learning Chinese from a Chinese-Chinese dictionary. This paradox is known as the symbol grounding problem (Harnad, 1990).

**Non-recursivity.** Following Fodor, we will show that recursive predicates cannot account for cognitive meaning construction: no concept definition is correct (outside mathematics); non-circular definitions require undefined primitives, and network definitions lead to holism (Fodor & Lepore, 1992). We may add two more refutations (Ghadakpour, 2003): a recursive representation of meaning requires unrealistic omnipotence (all perceptive nuances should be represented symbolically) and monotony (representation can only grow in size through composition).
Transience. How can we ground concepts in perception while allowing them to enter systematic compositions? Meaning cannot be purely perceptive (contrary to what a basic empiricist approach would suggest). We must stick to the distinction between concepts (as prototypes or elements of a geometrical space) and predicates (as symbolic representations). The latter are unavoidable to account for systematic composition, argument structure and logical negation. My solution consists in (1) keeping the idea that words refer to perceptual representations that are help permanently in memory; (2) abandoning the idea that predicates would be permanent structures (Dessalles, 2015). I will suggest that predicates are transient representations that are constructed on the fly when meanings are composed. This operation is based on operations like the contrast operation that converts perceptual representations (e.g. points in a geometric space) into symbolic predicates while being sensitive to context. Thanks to contrast, a bonsai will be predicated as a TREE or NOT-A-TREE, depending on the context, and only for a while.

For instance, defining KILL(X,Y) as CAUSE(X, DEATH(Y)) would wrongly apply to a judge sentencing someone to death penalty.