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ABSTRACT
In this paper, we propose several approaches for neutral to Lombard speech conversion. We study in particular the influence of different recurrent neural network architectures where their main hyperparameters are carefully selected using a bandit-based approach. We also apply the Continuous Wavelet Transform (CWT) as a multi-resolution analysis framework to better model temporal dependencies of the different features selected. The speech conversion results obtained are validated by means of objective evaluations which highlight in particular the interest of the wavelet transform for the learning process.

Index Terms— speaking style conversion, lombard effect, deep learning, recurrent neural networks, wavelets

1. INTRODUCTION

Speaking Style Conversion (SSC) aims at modifying the style of a given speech signal while keeping the speaker acoustic characteristics. This is of clear interest e.g. for the improvement of current speech synthesis systems in allowing a wide range of personalized and specific speaking styles. Some examples of SSC include the conversion of neutral to emotional speaking styles (happy, sad, fear, angry) [1–6] or to vocal effort speaking styles [7–11].

One particular vocal effort based speaking style conversion called Lombard effect [12] refers to the speech changes involuntary induced by a speaker while he is communicating in noise. This is particularly interesting since a Neutral-to-Lombard SSC system has the potential to improve the intelligibility of the original synthetic (or natural) speech in noisy environments. For example, adapting the neutral speech of car on-board applications or announcement systems in large train stations may increase the overall intelligibility of the message and induce an improved end-user hearing experience. One of the main interests in such a transformation is to adapt the rendered speech in the listening environment (car, train station, ...) taking into account the surrounding noise while the speech (natural or synthetic) has been produced in a different or silent environment.

SSC transformations can be either direct or parametric. The direct approach aims at filtering the signal as in [7]. The parametric approach is based on a model such as a vocoder to extract speech parameters that will then be transformed [1–6, 8–10, 13]. This latter approach allows a more comprehensive processing while maintaining a good quality and naturalness of the converted speech. In this paper, we follow the same strategy and use a parametric approach based on the well known STRAIGHT vocoder [14], widely used in SSC [1–3, 5, 6, 13]. This has been shown to be a good compromise between quality of speech and perceptive changes for the neutral to Lombard SSC task among other vocoders [9].

In early works the functions used to transform the speech parameters are empirical, based on rules made out of observations of the speaking style [4, 13]. The results are interesting but important temporal and inter-features dependencies are not well taken into account. Hence, most recent SSC approaches are based on statistical learning models that learn the speech features transformation functions exploiting more or less large speech dataset. Previous methods exploit Gaussian Mixture Models (GMM) [1–3, 5, 8], Deep Neural Network (DNN) architectures [9] and more recently RNN architectures [6]. Most approaches are based on parallel data learning techniques, with some exceptions such as for example with Cycle consistent Generative Adversarial Networks (CycleGANs) [10]. To the best of our knowledge, RNN architectures have not been used for neutral to Lombard SSC. In this paper we study the influence of different RNN architectures and its main hyper-parameters on the learning task in SSC by focusing on the neutral to Lombard case. The hyper-parameters are carefully selected using a bandit-based approach called Hyperband [15] to select nearly optimal settings for each proposed model.

Another contribution of this work is to consider a multi-resolution analysis framework to better model temporal dependencies of the different features selected. In fact, the use of the Continuous Wavelet Transform (CWT) has been suggested to describe speech parameters at several time-scales [16] and already used with success in emotional SSC [5, 6]. In this paper, we more specifically study the effect of CWT on the fundamental frequency and the energy contour features applied to the neutral to Lombard SSC task.

Our results show that the use of CWT greatly improves the learning process for the fundamental frequency feature but it is less noticeable for the energy contour feature. Some RNN variants also manage to slightly enhanced the learning task for every speech feature.

The paper is organized as follows. In section 2, we detail the SSC system framework and speech features considered in our study. The system performance in section 3. We finally suggest some conclusions and perspectives of this work.

2. SPEECH STYLE CONVERSION (SSC) SYSTEM

2.1. Framework
A block diagram describing the information flow of our system can be seen on figure 1. In the training phase the vocoder first analyses the speech parameters for each utterance in the source and target styles. The parameters to map are pre-processed into features then aligned with Dynamic Time Warping (DTW). Finally, the learning model is trained using the resulting parallel features. Once the model is trained, the framework can be used to convert new speech signals from the source style to the target style. In this generative phase, only the features of the source style speech are computed and fed to the trained model to estimate the converted features. A reconstruction
2.2. Speech parameters and features

The learning features are computed from the speech parameters so they heavily depend on the vocoder used. In this study we are using the STRAIGHT source-filter vocoder [14] to extract the speech parameters including the power spectrum, aperiodicity spectrum and fundamental frequency. All the parameters are computed frame-wise with a hop duration of 5 ms.

Since our interest is to alter the timbre and prosody of the speech signal, we rely on features classically used in SSC systems. These features are the logarithmic values of the fundamental frequency, the logarithmic values of the energy contour, and the Mel-Frequency Cepstral Coefficients (MFCCs). The fundamental frequency values and the energy contour values, noted $f_0 \in \mathbb{R}^{1 \times L}$, are directly obtained with STRAIGHT. The energy contour values, noted $e \in \mathbb{R}^{1 \times L}$, are computed from the STRAIGHT power spectrum, noted $|S|^2 \in \mathbb{R}^N \times L$, as follows:

$$e_i = \frac{1}{\sqrt{L}} \sum_{n=0}^{N-1} |S_{n,i}|^2.$$  \hspace{1cm} (1)

In order to manipulate perceptually relevant magnitudes, the fundamental trajectory is transformed to the logarithmic semi-tone scale $f_0^{\text{st}} = 39.87 \log_{10}(f_0/50)$ and the energy contour on the decibel scale $e^{\delta \text{dB}} = 20 \log_{10} e$. The MFCCs, noted $\mathbf{m} \in \mathbb{R}^D \times L$, are conventionally computed applying a $M$-dimensional mel-spaced filter-bank on the power spectrum then taking the Discrete Cosine Transform (DCT) from the log of the resulting mel-power spectrum :

$$|\mathbf{S}|^2 \in \mathbb{R}^N \times L \xrightarrow{\text{mel scale}} |\hat{\mathbf{S}}|^2 \in \mathbb{R}^M \times L \xrightarrow{\log \text{ scale} \text{DCT}} \mathbf{m} \in \mathbb{R}^M \times L.$$  \hspace{1cm} (2)

We choose $M = 25$ but we do not retain the first coefficient since it is directly related to the energy of the analysed frame. For the generative phase, we simply use an inverse DCT to convert the mel-cepstrum back to the power spectrum.

In this work a Continuous Wavelet Transform (CWT) is used to describe the fundamental frequency and energy contour at several time-scales with an objective of improving the learning process for these features. The continuous wavelet transform of a discrete sequence $x \in \mathbb{R}^{1 \times L}$ at a scale $s \in \mathbb{R}^+$ is computed as follows :

$$\mathbf{W}_i(s) = \sum_{i'=0}^{L-1} x_{i'} \psi^* \left[ \frac{i' - i}{s} \right]$$  \hspace{1cm} (3)

where $\psi(t)$ is a function called the mother wavelet. First, a linear interpolation is used on $f_0^{\text{st}}$ to fill the unvoiced segments. Then $f_0^{\text{st}}$ and $e^{\delta \text{dB}}$ are standardized to zero mean and unit variance as required by wavelet analysis. Finally a ten octave scale CWT is applied on both features using the classic Ricker mother wavelet (sometimes called Mexican hat) of length $s_0 = 2$ i.e. a temporal duration of 10 ms. The features noted $x^{\text{cut}} \in \mathbb{R}^{10 \times 2}$ are represented by the resulting components :

$$x_{n,i}^{\text{cut}} = W_i(s_n) = W_i(2^n s_0).$$  \hspace{1cm} (4)

An example of standardized $f_0^{\text{st}}$ and its CWT components can be seen on figure 2. For the generative phase, the reconstruction is achieved using the following equation given in [17] :

$$\hat{x}_i = \frac{1}{C_\delta \psi_0(0)} \sum_{n=0}^{9} x_{n,i}^{\text{cut}} \sqrt{s_n},$$  \hspace{1cm} (5)

where $\psi_0(0) = 0.8673$ is the normalized wavelet basis function evaluated at time zero and $C_\delta = 3.541$ is the given reconstruction factor for the Ricker wavelet.

Finally, from any feature $x \in \mathbb{R}^{1 \times L}$ one can compute its delta (resp. delta-delta), features noted $x^d$ (resp. $x^{dd}$), as follows :

$$x^d_i = \delta(x_i) = \frac{D}{2} \sum_{d=1}^{D} d(x_{i+d} - x_{i-d}),$$  \hspace{1cm} (6)

$$x^{dd}_i = \delta^2(x_i),$$  \hspace{1cm} (7)

where typically $D = 2$. For the generative phase, to take the dynamics of a feature into account, the Maximum Likelihood Parameter Generation (MLPG) algorithm [18] is used to estimate the feature trajectory :

$$\hat{x} = \text{MLPG}(x, x^d, x^{dd})$$  \hspace{1cm} (8)

2.3. Learning models

The learning model chosen has a major influence on the system performance. In this work we study the influence of several architectures in SSC applied to the neutral to Lombard speech conversion task from the usual Gaussian Mixture Models (GMM) to more recent Deep Neural Network (DNN) architectures such as Feed-Forward Neural Network (FFNN) and Recurrent Neural Network (RNN). More specifically, we study the influence of three popular RNN
variants, namely Fully Recurrent (FR), Gated Recurrent Unit (GRU) and Long Short-Term Memory (LSTM). All these variants are Uni-Directional (UD) as they predict each element of the sequence based on the previous ones but they may be used as Bi-Directional (BD) RNN to predict each element also based on the next ones.

The choice of the hyper-parameters is critical on a model performance. For the GMM we use a variant called Variational Bayesian GMM (VBGMM) with a high number of mixtures (200) because VBGMM has a natural tendency to set some mixture weights values close to zero and then automatically choose a suitable number of effective components. However for the DNN models, hyper-parameters are carefully selected using a bandit-based approach called Hyperband [15]. It is a recent adaptive random search that managed to provide a speedup over other hyper-parameters search algorithms on a variety of deep-learning problems.

This algorithm is based on adaptive resource allocation and early-stopping : several brackets of randomly selected configurations are run with a limited amount of training resource allocated before some configurations are discarded; a larger number of configurations in a bracket corresponds to a smaller allocated resource and hence more aggressive early-stopping. For every DNN model we are running Hyperband with the suggested input values i.e \( R = 81 \) and \( \eta = 3 \) where \( R \) is the maximum amount of resource allocated to a configuration and \( 1/\eta \) is the proportion of configurations discarded in each round.

All the DNN models are using \( N_{hl} \) hidden layers with \( N_{hu} \) hidden neurons each, with a dropout rate of \( dr \). The batch size is \( N_{batch} \) and the optimization algorithm used is Adam with a starting learning rate of \( lr \) and a weight decay of \( wd \). The FFNN hidden neurons are Rectified Linear units (ReLU).

<table>
<thead>
<tr>
<th>hp</th>
<th>distributions</th>
<th>FFNN</th>
<th>RNNs</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{hl} )</td>
<td>int uniform</td>
<td>low</td>
<td>( \beta )</td>
</tr>
<tr>
<td></td>
<td>int log-uniform</td>
<td>high</td>
<td>( \beta )</td>
</tr>
<tr>
<td>( N_{hu} )</td>
<td>uniform</td>
<td>low</td>
<td>( \beta )</td>
</tr>
<tr>
<td></td>
<td>int log-uniform</td>
<td>high</td>
<td>( \beta )</td>
</tr>
<tr>
<td>( dr )</td>
<td>uniform</td>
<td>0.4</td>
<td>( \beta )</td>
</tr>
<tr>
<td>( N_{batch} )</td>
<td>log-uniform</td>
<td>128</td>
<td>( \beta )</td>
</tr>
<tr>
<td>( lr )</td>
<td>log-uniform</td>
<td>10^-3</td>
<td>( \beta )</td>
</tr>
<tr>
<td>( wd )</td>
<td>log-uniform</td>
<td>10^-9</td>
<td>( \beta )</td>
</tr>
</tbody>
</table>

Table 1. Probability distributions of the hyper-parameters. The distributions may be discrete (int), uniform or log-uniform.

All the hyper-parameters are carefully selected using a bandit-based approach called Hyperband [15]. It is a recent adaptive random search that managed to provide a speedup over other hyper-parameters search algorithms on a variety of deep-learning problems.

3. SYSTEM PERFORMANCE

3.1. Experimental Setup

The experiments are conducted on the Lombard GRID speech corpus [19]. This dataset includes 54 speakers (30 females and 24 males) with 50 normal and Lombard parallel utterances per speaker. The utterances are meaningless sentences built as a concatenation of 6 randomly chosen words. The speech corpus is split into a training set (80%), a development set (10%) and a test set (10%) where each speaker appears proportionally. In fact, the main goal of the proposed objective evaluation is to assess the learning performance of the systems. Since each speaker may use different Lombard strategies, it is important to keep the same speakers in the training and test sets. In contrast, for the subjective evaluations, where we aim at evaluating the generalization properties of the systems, different speakers are placed in the training and test sets. We here follow a leave-one speaker out strategy and thus using only 53 speakers in the training set. In any case we apply a speaker-specific zero mean and unit variance normalization to the features in order to remove speaker-specific traits and focus on the speaking style characterization. Finally, we use the delta, and delta-delta, features for every features and every model even for the RNN as preliminary tests showed that it was still beneficial for the learning.

A total of eight different configurations are trained : GMM, FFNN, FR UD/BD, GRU UD/BD and LSTM UD/BD. As we also want to study the influence of the CWT on the learning task, every configuration is trained with and without CWT.

3.2. Objective Evaluation

The metrics of the performance results obtained with the CWT coefficients of \( \text{f}_0 \) and \( e^{\text{d}_B} \).

The references correspond to the neutral speech features to provide an anchor when no conversion is applied. All the planned configurations have been trained using Hyperband and the results can be seen on table 2 with the raw features (without CWT) and on table 3 on the transformed CWT coefficients.

First, in comparing the different models with the reference (tab-ple 2), one can see that all the DNN models effectively learned the
transformation strategies and outperform the GMM model by far. However, the difference in performance between DNN models are not statistically significant (p > 0.1) due to high standard deviations. Nevertheless, RNNs seems more promising even additional tests with more data would be needed to confirm this. The BD version of every RNN also slightly outperforms its UD counterpart as it allows to predict the features based on the future observations. It also uses twice as much parameters and more training data may be needed to take full advantage of these variants.

Similar observations can be made on table 3 even though the $e^{dB}$ MSE and mc MCD are slightly worse. This performance loss is easily understandable as we are increasing the number of input and thus the number of parameters to optimize with the same number of examples. However, the $f0^{st}$ feature learning task greatly benefits from the use of the CWT with a significant increase in terms of correlation. In fact, nearly all DNN models perform statistically better with, for example, a mean $f0^{st}$ correlation increase of 5.3% (p = 0.055) for the FFNN, of 4.3% (p = 0.034) for the FR BD, or of 4.62% (p = 0.026) for the LSTM UD. The only insignificant increase comes from the LSTM UD which already had the best performance without CWT and thus less room for improvement. The CWT provides an improved learning but also reduces the gap between the models.

Figure 3 shows histogram plots of the three main timbre and prosody features i.e. $f0$, $e^{dB}$ and mc (spectral slope) in normal, natural Lombard and two converted Lombard styles. The two selected models for the converted Lombard style are FFNN without CWT, the current baseline model, and GRU BD with CWT, our model that objectively performed the best. We can clearly see that in both cases the feature distributions of the converted speech tend to be closer to the natural Lombard speech feature distribution. To better quantify this observation, we compute the net divergence $d_{net}$ that measures the relative distance of the feature distributions to the natural normal and Lombard distributions. The net divergence is computed with the Jenson-Shannon divergence (JSD), a symmetrized version of the Kullback-Leibler divergence $D(P||Q)$, as follows:

$$d_{net} = JSD(\text{conv.}||\text{normal}) - JSD(\text{conv.}||\text{Lombard})$$

where $JSD(P||Q) = \frac{1}{2}D((P||\frac{P+Q}{2}) + \frac{1}{2}D((Q||\frac{P+Q}{2})$.

The net divergences for all models are given in table 4. It can be seen that feature distributions of converted speech with DNN models are closer to the natural Lombard speech distribution than the neutral speech distribution ($d_{net} > 0$). The increase of performance brought by the CWT analysis is also clear here for the $f0^{st}$ with a net divergence increase for all models but the LSTM BD: the distributions differ even more from the neutral distribution to make progress towards the Lombard one. Surprisingly, $e^{dB}$ net divergence is decreasing with CWT which seems to be contradictory with the plots. However if we compute the JSD(\text{conv.}||\text{Lombard}) alone we understand that even though it is decreasing, the converted Lombard distributions are coming closer to the natural normal one faster and decrease the net divergence as a result. Finally, the mc $e^{dB}$ net divergence is slightly worse like the MCD was previously, probably for the same reasons related to the increased number of parameters to optimize.

Our preliminary informal listening experiences tend to confirm the efficiency of the conversion methods, and in particular of the RNN approaches exploiting CWT transformed features. Some sound examples are given on our companion web site.

### 4. CONCLUSION

In this paper, we have proposed and evaluated several strategies for neutral to Lombard speech conversion. We have in particular shown that it is beneficial to consider a multi-resolution wavelet representation to represent the timbre and prosody speech features. The sound examples provided and the informal listening experiences done so far show that the algorithms have good generalization properties for converting speech from unknown speakers (i.e. not seen in the training phase). Future work will be dedicated to more formal listening experiences to confirm these initial results.

1https://perso.telecom-paris.fr/egentet/ssclombard

<table>
<thead>
<tr>
<th>model</th>
<th>$f0^{st}$</th>
<th>$e^{dB}$</th>
<th>mc</th>
</tr>
</thead>
<tbody>
<tr>
<td>reference</td>
<td>-2.47, S.</td>
<td>-2.47</td>
<td></td>
</tr>
<tr>
<td>GMM</td>
<td>0.10, S.</td>
<td>1.24, S.</td>
<td>-0.12, S.</td>
</tr>
<tr>
<td>FFNN</td>
<td>1.62, S.</td>
<td>6.27, S.</td>
<td>0.67, S.</td>
</tr>
<tr>
<td>FR UD</td>
<td>1.56, S.</td>
<td>6.75, S.</td>
<td>0.70, S.</td>
</tr>
<tr>
<td>FR BD</td>
<td>1.72, S.</td>
<td>7.09, S.</td>
<td>0.71, S.</td>
</tr>
<tr>
<td>GRU UD</td>
<td>1.78, S.</td>
<td>7.17, S.</td>
<td>0.60, S.</td>
</tr>
<tr>
<td>GRU BD</td>
<td>1.72, S.</td>
<td>7.34, S.</td>
<td>0.63, S.</td>
</tr>
<tr>
<td>LSTM UD</td>
<td>1.88, S.</td>
<td>7.13, S.</td>
<td>0.65, S.</td>
</tr>
<tr>
<td>LSTM BD</td>
<td>2.04, S.</td>
<td>7.46, S.</td>
<td>0.60, S.</td>
</tr>
</tbody>
</table>

Table 4. Scaled net divergence $d_{net} \times 100$ for every model configurations with or without CWT. The factor of 100 is for better reading.
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