SHOULD WE CONSIDER THE USERS IN CONTEXTUAL MUSIC
AUTO-TAGGING MODELS?

Karim M. Ibrahim!? Elena V. Epure?

Geoffroy Peeters! Gaél Richard'

L LTCI, Télécom Paris, Institut Polytechnique de Paris
2 Deezer Research

karim.ibrahim@telecom-paris.fr

ABSTRACT

Music tags are commonly used to describe and catego-
rize music. Various auto-tagging models and datasets have
been proposed for the automatic music annotation with
tags. However, the past approaches often neglect the fact
that many of these tags largely depend on the user, espe-
cially the tags related to the context of music listening. In
this paper, we address this problem by proposing a user-
aware music auto-tagging system and evaluation protocol.
Specifically, we use both the audio content and user infor-
mation extracted from the user listening history to predict
contextual tags for a given user/track pair. We propose a
new dataset of music tracks annotated with contextual tags
per user. We compare our model to the traditional audio-
based model and study the influence of user embeddings
on the classification quality. Our work shows that explic-
itly modeling the user listening history into the automatic
tagging process could lead to more accurate estimation of
contextual tags.

1. INTRODUCTION

Tags are a popular way to categorise music in large cat-
alogues in order to facilitate their exploration and music
retrieval on demand [17]. Music tags include different cat-
egories such as emotions (sad, happy), genres (rock, jazz),
instrumentation-related (guitar, vocals), or listening activ-
ities (dance, relax, workout). Traditionally, tags were as-
signed to music items by humans, either through editors
or through crowdsourcing. However, with the expanding
availability of online music, there have been also increas-
ing efforts towards developing music auto-tagging models,
i.e. systems that do not require to manually annotate the
tracks [1]. Music auto-taggers are models trained to au-
tomatically predict the correct tags for a given music track
from the track content. Several models have been proposed
that use the audio content, either as raw signal [15,20,26]
or pre-processed spectrograms [4, 5,25, 26], to predict the
appropriate tags. However, certain tags largely depend on
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users and their listening preferences, in particular, the tags
referring to the context of music listening such as ‘running’
or ‘relaxing’ [21]. Thus, traditional auto-tagging models
that rely only on the audio content without considering the
case where tags depend on users, are not ideal for describ-
ing music with user-dependent tags like contexts. Addi-
tionally, their evaluation protocol should be also adapted

to account for different users.
Previous studies showed that user context has a clear in-

fluence on the user’s music selection [10, 18]. Hence, con-
text is progressively becoming the focus of music stream-
ing services for reaching a personalized user experience
[14]. The user context, e.g. activity or location, can change
frequently while listening to music, which leads to changes
in user preferences. Consequently, users often need dif-
ferent recommendations. Automatically inferring the user
context is often not feasible due to privacy issues. Hence,
giving users the option to select a specific context and pro-
pose him/her related personalized tracks is a potential al-
ternative [7]. Another use case is automatic continuation or
generation of context-specific playlists for each user which
are made available to them to select based on their cur-
rent context [2]. Thus, describing tracks with contextual
tags provides a means to improve music exploration and
playlist generation in a dynamic way, suitable for the fre-
quent changes in the user context. However, previous work
[13] showed that using only the audio might not be suffi-
cient to predict the right contextual tag of a track without
putting the user in the loop. Here, we investigate the im-
pact of including user information in context auto-taggers.
In this paper, we propose the following contributions: 1)
a dataset of ~182K user/track pairs labelled with 10 of the
most common context tags based on the users’ contextual
preferences presented in Section 2, which we make avail-
able for future research; 2) a new evaluation procedure for
music tagging which takes into account that tags are sub-
jective, i.e. user-specific in Section 3; 3) an auto-tagging
model using both audio content and user information to
predict contextual tags in Section 4. Our experiments in
Section 5 clearly show the advantage of including the user
information in predicting contextual tags compared to tra-
ditional audio-only-based auto-tagging models presented.

2. DATASET

To properly study the influence of including user informa-
tion in context auto-tagging models, we need a dataset of
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Figure 1. Distribution of the number of contextual tags per
sample (user/track pair) in the initial dataset.
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Figure 2. Distribution of the number of contextual tags per
track in the initial dataset.

tracks labelled with their contextual tags according to dif-
ferent users. For this purpose, we rely on the user-created
context-related playlists. Users often create playlists for
specific contexts and the titles of these playlists may con-
vey these contexts. Thus, similar to [13,19], we exploit the
playlist titles to label tracks with their contextual use. Ad-
ditionally, we put the users in the loop as playlist creators
by explicitly including them in the dataset.

2.1 Dataset Collection

To retrieve contextual playlists, we used a set of contextual
keywords collected from the literature [9,18,24,27]. Then,
we added keywords that were semantically similar. Ninety
six keywords were categorized in one of four categories:
location, activity, time, and mood. This is similar to the
categorization proposed in [14]. To construct our dataset,
we selected, out of all collected context-related keywords,
10 which were the most frequent keywords found in the
playlist titles in the Deezer catalogue'. We selected the
keywords that shared a similar number of playlists to avoid
any bias due to the popularity of some contexts. The con-
textual tags we finally selected are: car, gym, happy, night,

! Deezer is an online music streaming service: www.deezer.com

296

| #Samples | #Track | #Users

Train 102K 15K 40K
Validation | 30K 4.4K 21K
Test 50K 7.5K 16K

Table 1. Number of samples (track/user pairs), unique
tracks and users in the train, validation and test datasets.

relax, running, sad, summer, work, workout.
We collected all the public user playlists that included

any of these 10 keywords in the stemmed title and applied
a series of filtering steps to consolidate the dataset, similar
to our previous work in [13]. We removed all playlists that
contained more than 100 tracks, to ensure that the playlists
reflected a careful selection of context-related tracks, and
not randomly added. We also removed all playlists where a
single artist or album made up more than 25% of all tracks
in the playlist, to ensure that the playlist was not intended
for a specific artist, similar to [13]. Finally, to properly
study the effect of the user on the contextual use of a track,
we only kept the tracks that were selected by at least 5
different users in at least 3 different contexts. Hence, our
dataset reflects how user preferences change the contex-
tual use of tracks. Finally, we tagged each sample, the
track/user pair, with the contextual tag found in the cor-
responding playlist title.

2.2 Dataset Analysis

In Figure 1, by observing the distribution of contextual tags
per track/user pairs in the dataset, we noticed that most of
the pairs were assigned to a unique contextual tag. Let us
remind that the log scale is used and a sample represents
a user/track pair labelled with the contextual tags. It ap-
pears that the majority of users tend to associate a track
with a single context. Out of ~3 millions samples, ~2.9
millions are labelled with a single context. Nonetheless,
ascertaining if this observation is generally valid requires
further empirical investigation. For this study though, we
limited our final dataset to track/user pairs with single con-
text tags, i.e. we excluded users that assigned the same

track to multiple contexts.
Observing the distribution of contextual tags per tracks

in Figure 2, we find that tracks often have multiple con-
texts associated with them. This shows that the suitability
of a track for a specific context varies from user to user.
However, as previously outlined, given the user, the track

is most frequently associated with the same unique context.

The final dataset for this study contains ~182K sam-
ples of user/tracks pairs made of ~28K unique tracks and
~75K unique users. We collected the dataset such that
each context is equally represented, ensuring a ratio of
~ % of all user/track pairs. We split our dataset in an
iterative way to keep the balance between classes across
subsets, while preventing any overlap between the users
and minimising the overlap between tracks in these sub-
sets [22]. The distribution of our final split dataset is shown
in Table 2.2. The dataset is publicly available to the re-

search community >
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3. PROPOSED EVALUATION PROTOCOL

Previous studies on music auto-tagging [4, 20] performed
the evaluation in a multi-label classification setup, there-
fore focusing on assessing the correctness of the tags as-
sociated with each track. This is suitable for datasets and
tags that are only music-dependent. However, in the case
of tags that are also user-dependent, the previous evalua-
tion procedures are limiting.

3.1 User Satisfaction-focused Evaluation

The purpose of our study is to measure the influence of
leveraging the user information on the quality of the pre-
diction of contextual tags. Consequently, we are interested
in measuring the potential satisfaction of each user when
predicting contexts, instead of relying on a general evalu-
ation approach that could be biased by highly active users
or by the popularity of certain tags. Hence, we propose to
compute the model performance by considering each user
independently. To assess the satisfaction of each user, the
evaluation metrics are computed by considering only the
contextual tags specific to a user. Then, to assess the over-
all user satisfaction, we average the per-user results yielded
by each model.

Formally, let U denote a finite set of users in the test
set, G, = {0, 1}™+*™= denote the groundtruth matrix for
user u, n,, is the number of tracks associated with the user
u, and m,, is the number of contextual tags employed by
the user. Similarly, P,, = {0, 1}"«*™« denotes the matrix
outputted by the model for all active tracks and contextual
tags for the given user u. First, we compute each user-
aware metric, hereby denoted by S, for a given user u as:

where f is the evaluation function. In our evaluation, we
use standard classification metrics such as the area under
the receiver operating characteristic curve (AUC), recall,
precision, and f1-score [12]. While the protocol is defined
for the general case of multi-label setting, in our current
work, given the dataset, it is applied to the case of single-
label. Then, we compute the final metrics, by averaging
over all users in the test set:

1
Sy = N %Su, where N = |U|. 2)

3.2 Multi-label Classification Evaluation

In this work, we develop a system that takes both the audio
and the user information as input. As seen in Section 2.2,
for a given track and user, there is a single groundtruth con-
text to be predicted. The problem is said to be single-label.
However, if we want to compare this system with a system
that only takes audio as input, we need to consider during
training various possible groundtruth contextual tags for a
track, each from a different user. Then, the problem be-
comes multi-label. The comparison of the two systems is
therefore not straightforward. Indeed, for the user-agnostic
case, we can train a multi-label system, i.e. a system with

a set of sigmoid output activations optimized with a sum
of binary cross entropy, and estimate it either as single-
label by taking the output with the largest likelihood, or as
multi-label by selecting all outputs with a likelihood above
a fixed threshold. For these reasons, in the current evalua-
tion, we consider the following scenarios:

1. Multi-output / multi-groundtruth (MO-MG): This is
the classical multi-label evaluation where the model
outputs several predictions and each track is asso-
ciated with several groundtruths. This evaluation is
however independent of the user.

2. Multi-output / single-groundtruth (MO-SG): In this
scenario, a model trained as multi-label (such as a
user-agnostic model) is still allowed to output sev-
eral predictions. However, since the groundtruth
is associated with a given user, there is a single
groundtruth. The obtained results are then over-
optimistic because the model has several chances to
obtain the correct groundtruth.

3. Single-output / single-groundtruth (SO-SG): this is
the case that is directly comparable to our single-
output user-aware auto-tagging model. As opposed
to the MO-SG scenario, models trained as multi-
label are now forced to output a single prediction,
the most likely contextual tag. This prevents them
from being over-optimistic as they only have one
chance to obtain the correct groundtruth, as does the
single-label model too.

4. PROPOSED MODEL FOR CONTEXTUAL TAG
ESTIMATION

We propose to build a user-aware auto-tagging system.
Given that contextual tags are interpreted differently by
different users, we hypothesize that considering the user
information in training a personalized user-aware contex-
tual auto-tagging model may help. For this, we propose to
add to the system, along with the audio input, a user in-
put. We study the effectiveness of representing the user via
‘user embeddings’, obtained from user listening history.

4.1 Traditional Audio-based Auto-tagger

In this paper, we chose the prevalent audio-based auto-
tagging model proposed by Choi et al [4]. The model is
a multi-layer convolutional neural network. The input to
the network is the pre-processed Mel-Spectrogram of the
music track. This multi-label classification model predicts,
for a given track, the set of all possible tags.

We trained the network with the Mel-spectrogram as
an input of size 646 frames x 96 mel bands, which corre-
sponds to the snippet from 30 to 60 seconds for each track.
The output is the predictions for the 10 contextual tags.
The input Mel-Spectrograms is passed to a batch normal-
ization layer then to 4 pairs of convolutional and max pool-
ing layers. The convolutional layers have a fixed filter size
of (3x3) and (32, 64, 128, 256) filters respectively, each
followed by a ReLu activation function. The max pooling
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filters have a size (2x2) each. The flattened output of the
last CNN layer is passed to a fully connected layer with
256 hidden units with ReLU activation function. We apply
a dropout with 0.3 ratio for regularization. Finally, we pass
the output to the final layer of 10 output units each with a
Sigmoid activation function. The loss function is the sum
of the binary cross entropy optimized with Adadelta and
a learning rate initialized to 0.1 with an exponential decay
every 1000 iterations. We applied early stopping after 10
epochs in case of no improvement on the validation set,
and kept the model with the best validation loss.

4.2 Proposed Audio+User-based Auto-tagger

The Audio+User model that we propose is an extension of
the Audio-based auto-tagger described above. Our model
has two branches, one for the audio input and one for the
user embeddings input. The audio branch is identical to the
one described above, i.e. 4 pairs of convolutional and max
pooling layers with ReLu activation. The input to the user
branch is the user embedding of size 256. We apply batch
normalization to it followed by a fully connected layer with
128 units and Relu activation. We concatenate the out-
put of the audio branch and the user branch after applying
batch normalization to each. We pass the concatenated out-
put to a fully connected layer with 256 hidden units with
ReLu activation function and apply a dropout with 0.3 ra-
tio for regularization. The final layer is made of 10 out-
put units with a Softmax activation function. We train the
model with minimizing the categorical cross entropy using
the same configuration as in the previous model, described
in Section 4.1. We present the flowchart of the complete
model in Figure 3

4.3 User Embeddings

The user embeddings are computed by applying implicit
alternating least squares matrix factorization (ALS) [11,
16] on the users/tracks interactions matrix. The matrix rep-
resents the user listening count of the tracks available, with
an exponential decay applied based on the lapse since the
last listening, i.e. the more recent and frequent a track is
listened to, the higher the interaction value. The user em-
bedding is represented as a 256-dimensions vector.

However, the user listening histories are proprietary and
represent sensitive data. Additionally, the detailed deriva-
tion of the embeddings is an internal procedure at Deezer
for the recommendation algorithm. Hence, in order to al-
low the reproducibility of the current work, we directly
release the pre-computed embeddings for the anonymized
users present in our dataset.

S. RESULTS

We evaluate the two models according to the evaluation
protocol proposed in Section 3. First, we evaluate the audio
based model with the 3 scenarios: MO-MG, MO-SG, SO-
SG. Then, we evaluate the User+Audio model in the SO-
SG scenario. Last, we perform the user satisfaction-based
evaluation on both models for the SO-SG scenario. In all
evaluation protocols, the metrics were macro-averaged.
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Figure 3. Architecture of the Audio+User-based model.

AUC Recall Precision fl-score

car 0.56 0.96 0.47 0.63
gym 0.71  0.87 0.58 0.7

happy 0.58 0.87 0.37 0.52
night 0.59 0.97 0.48 0.64
relax 0.77 0.8 0.61 0.69
running | 0.65 0.91 0.56 0.69
sad 077 0.72 0.54 0.61
summer | 0.6 0.97 0.61 0.75
work 0.53  0.99 0.47 0.64
workout | 0.75  0.84 0.52 0.64
average | 0.65 0.89 0.52 0.65

Table 2. Results of the audio-based model (multi-
label outputs) on the user-agnostic dataset (multiple
groundtruth), MO-MG scenario.

5.1 Audio-based Multi-output Multi-groundtruth
(MO-MG Scenario)

Table 5.1 shows the results of the audio-based multi-label
classification model on our collected dataset without con-
sidering the user. The results are consistent with previ-
ous studies on context auto-tagging [13]. They show that
certain contexts are easier to predict using only the au-
dio input. These are general contexts with similar music
style preferences by different users, e.g. ‘gym’ and ‘relax’.
By contrast, other contexts are harder to predict from au-
dio only as users listen to more personalized music, e.g.
‘work’ and ‘car’. In consequence, we hypothesis that the
variance of the AUC scores across contexts is related to
the context dependency on users. Precisely, some contexts
could depend more on users than others, making the latter
harder to classify without considering the user information.

5.2 Audio-based Multi-output Single-groundtruth
(MO-SG Scenario)

Table 5.2 shows the results of the same audio-based multi-
label classification model which we now evaluate consid-
ering the user. The same audio track will now be presented
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AUC Recall Precision fl-score

car 0.54 0.87 0.09 0.17
gym 0.66 0.6 0.18 0.27
happy 0.57 0.67 0.08 0.14
night 0.57 0.6 0.11 0.19
relax 0.74 0.53 0.25 0.34
running | 0.6 0.57 0.15 0.23
sad 0.75 0.52 0.21 0.3

summer | 0.58 0.78 0.17 0.29
work 0.52  0.55 0.09 0.15
workout | 0.71  0.41 0.17 0.24
average | 0.62  0.61 0.15 0.23

Table 3. Results of the audio-based model (multi-label
outputs) on the user-based dataset (single ground-truth),
MO-SG scenario

AUC Recall Precision fl-score

car 054 0 0.03 0.001
gym 0.66 0.44 0.17 0.24
happy 057 O 0 0
night 0.57 0.004 0.14 0.007
relax 074 0.6 0.23 0.33
running | 0.6 0.05 0.15 0.07
sad 0.75 0.003 0.16 0.006
summer | 0.58 0.36 0.18 0.25
work 052 0 0.2 0
workout | 0.71  0.13 0.18 0.15
average | 0.62 0.16 0.14 0.11

Table 4. Results of the audio-based model (forced
to single-label output) on the user-based dataset (single
ground-truth), SO-SG scenario

several times to the system, i.e. for each user who has an-
notated this track. While the groundtruth is now single-
label and will change for each user, the system will output
the same estimated tags independently of the user, i.e. the
system does not consider the user as input. We observe a
sharp decrease in the precision of the model due to false
positive predictions for each user. Indeed, since the output
of the system is multi-label, it will output several labels for
each track, many of them will not correspond to the cur-
rent user. The high recall of the model shows that it often
predicts the right contextual use for many users. However,
it also predicts wrong contexts for many other users. That
is due to the limitation of the model which predicts all suit-
able contexts for all users.

5.3 Audio-based Single-output Single-groundtruth
(SO-SG Scenario)

Table 5.3 shows the results of the same audio-based multi-
label classification model when restricted to a single pre-
diction per track. While this is not the real-world case of
using the audio-based model, it allows a direct comparison
to the single-label User+Audio based model. In this case,
we see a sharp drop in the recall due to the limitation of a
single prediction per track.

AUC Recall Precision fl-score

car 0.61 0.12 0.13 0.13
gym 0.71 0.16 0.24 0.19
happy 0.64 0.22 0.12 0.16
night 0.61 0.03 0.14 0.05
relax 076 041 0.29 0.34
running | 0.69  0.26 0.22 0.24
sad 083 0.5 0.33 0.4

summer | 0.65 0.2 0.3 0.24
work 0.58 0.03 0.12 0.04
workout | 0.75  0.37 0.2 0.26
average | 0.68  0.23 0.21 0.2

Table 5. Results of the audio+user model (single-label out-
put) on the user-based dataset (single ground-truth), SO-
SG scenario.

‘ Accuracy Recall Precision fl-score
Audio 0.21 0.204 0.243 0.216
Audio+User | 0.254 0.246  0.295 0.26

Table 6. Comparison of user-based evaluation for the two
models

5.4 Audio+User Single-output Single-groundtruth
(SO-SG Scenario)

Table 5.4 shows the results for the proposed Audio+User
model. Comparing these results with the ones presented
in Table 5.3, we observe that the model is performing bet-
ter than the audio-based model for almost all metrics and
labels. The f1-score almost doubles when adding the user
information. Additionally, for certain labels as car, happy,
running, sad, summer, work, the influence of adding the
user information is obvious compared to all cases of audio-
based evaluation when comparing the AUC values. This is
consistent with our hypothesis that for certain labels the in-
fluence of user preferences is much stronger than for other
labels.

5.5 User Satisfaction-focused Scenario

Finally, we assess the user satisfaction by evaluating the
performance of the two models on each user indepen-
dently. We replace the AUC metric with accuracy because
AUC is not defined in the case of certain users where a
specific label is positive for all samples. Table 5.5 shows
the average performance of each model when computed
per user. In this case, we observe how the Audio+User
model satisfies the users more on average in terms of all
evaluation metrics. By investigating the recall and preci-
sion, we noticed that our model results in a larger number
of true positives, i.e. predicting the correct context for each
user, and a lower number of false positives, i.e. less pre-
dictions of the wrong contextual tags for each user. The
audio-based model is prone to a higher false positives due
to predicting the most probable context for a given track
regardless of the user. To sum up, including the user in-
formation in the model has successfully proven to improve
the estimation of the right contextual usages of tracks.
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6. CONCLUSION AND FUTURE WORK

Predicting the contextual use of music tracks is a challeng-
ing problem with multiple factors affecting the user prefer-
ences. Through our study, we showed that including the
user information, represented as user embeddings based
on the listening history, improves the model’s capability of
predicting the suitable context for a given user and track.
This is an important result towards building context-aware
recommendation systems that are user-personalized, with-
out requiring the exploitation of extensive user private data
such as location tracking [3]. However, there is still large

room for improvement to successfully build such systems.

Our current model relies on using the audio content,
which is suitable for the cold-start problem of recommend-
ing new tracks [6,23]. However, constructing representa-
tive user embeddings requires active users in order to prop-
erly infer the listening preferences. Future work could in-
vestigate the impact of using different types of user infor-
mation, such as demographics [8], which could be suitable
for the user cold-start or less active users too.

Additionally, we focused on the case of a single con-
textual tag for each user and track pair. In practice, a user
could listen to the same track in multiple contexts, i.e. tag
prediction would be modelled a multi-label classification
problem at the user level. Future studies could further in-
vestigate this more complex case of adding the user infor-
mation in the multi-label settings.

Finally, while we have proven the advantage of our sys-
tem on a subset of contexts. Extending the study to a larger
number of possible contexts still needs to be addressed.
In reality, users listen to music in more diverse contexts,
adding levels of complexity to the addressed problem.
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