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Deep Griffin—Lim Iteration: Trainable Iterative Phase
Reconstruction Using Neural Network

Yoshiki Masuyama
Yasuhiro Oikawa

Abstract—In this paper, we propose a phase reconstruction
framework, named Deep Griffin—-Lim Iteration (DeGLI). Phase
reconstruction is a fundamental technique for improving
the quality of sound obtained through some process in the
time-frequency domain. It has been shown that the recent methods
using deep neural networks (DNN) outperformed the conventional
iterative phase reconstruction methods such as the Griffin—Lim
algorithm (GLA). However, the computational cost of DNN-based
methods is not adjustable at the time of inference, which may limit
the range of applications. To address this problem, we combine the
iterative structure of GLA with a DNN so that the computational
cost becomes adjustable by changing the number of iterations
of the proposed DNN-based component. A training method that
is independent of the number of iterations for inference is also
proposed to minimize the computational cost of the training. This
training method, named sub-block training by denoising (SBTD),
avoids recursive use of the DNN and enables training of DeGLI
with a single sub-block (corresponding to one GLA iteration).
Furthermore, we propose a complex DNN based on complex
convolution layers with gated mechanisms and investigated its
performance in terms of the proposed framework. Through several
experiments, we found that DeGLI significantly improved both
objective and subjective measures from GLA by incorporating
the DNN, and its sound quality was comparable to those of neural
vocoders.

Index Terms—Griffin—Lim algorithm, spectrogram consistency,
complex neural network, phase reconstruction, sub-block training
by denoising (SBTD).

I. INTRODUCTION

HASE reconstruction of a spectrogram is an active research
Ptopic with various applications, such as speech synthe-
sis [1]-[5], voice conversion [6], and sound source enhance-
ment/separation [7]-[14]. As a coefficient of the short-time
Fourier transform (STFT) is a complex number, it consists of
magnitude and phase. While both of them are necessary for
reconstructing the corresponding time-domain signal using the
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Fig. 1. Overview of the existing and proposed phase reconstruction.

inverse STFT (iSTFT), many acoustical technologies only focus
on the amplitude (magnitude). For instance, traditional sound
source enhancement applies a real-valued time-frequency (T-F)
mask, which modifies amplitude without affecting phase [15].
Another example is a recent speech synthesis approach that
generates a time-domain signal by applying iSTFT to the syn-
thesized spectrogram after phase reconstruction [1]-[5]. Phase
reconstruction is necessary for such amplitude-based acoustical
technologies to obtain a time-domain signal with better sound
quality [16]-[19].

Various phase reconstruction approaches have been pre-
sented, such as the consistency-based approach [20]-[22],
sinusoidal-model-based approach [23], [24], deep neural net-
work (DNN)-based approach [25]—-[32], and others [33]-[38].
An overview of the existing approaches is shown in Fig. 1 to
clarify the positions of each approach. Phase reconstruction ap-
proaches are categorized based on the assumed prior knowledge
of the phase structure of the target signals. The consistency-
based approach does not require any prior knowledge of the tar-
get signals, and it only exploits the properties of STFT [39], [40].
Since STFT is calculated with overlapping windows, adjacent
T-F bins are related to each other, which is called spectrogram
consistency. One of the most popular consistency-based phase
reconstruction methods is the Griffin—Lim algorithm (GLA) [20]
which has been applied to speech and audio synthesis [1]-[4].
However, its performance may not be superb because it does not
use any prior knowledge of the target signals. The sinusoidal-
model-based approach assumes that the target signal consists of
a sum of slowly varying sinusoids to address this problem [23],
[24]. This assumption is suitable for a large part of speech and
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audio signals. Thanks to the assumption, the sinusoidal-model-
based approach outperforms the consistency-based approach
in speech enhancement [7], audio restoration [41], and audio
source separation [9]. Recently, the DNN-based approach has
been studied to use more prior knowledge of the target signals.
DNNs can automatically discover the structures of signals in the
training dataset and utilize the obtained knowledge for phase
reconstruction. This approach has achieved promising results
in speech synthesis [27], [28], and it has a high potential for
further improvements in various applications because DNNs can
acquire the knowledge of any signals [42]. The application of
the approach is not restricted to specially structured signals like
a sum of sinusoids.

One issue of the DNN-based approach is low flexibility in
its computational cost. The number of DNN layers is fixed at
the time of training, and thus the required computational cost
is not adjustable at the time of inference. This nature of DNN
can be restrictive for some applications because the allowable
computational cost heavily depends on the device. That is, vari-
ous DNNs must be designed and trained to apply the DNN-based
approach on several types of devices, which is a time-consuming
process. Meanwhile, the consistency-based approach is usually
given by an iterative algorithm whose computational cost is
controllable by changing the number of iterations. To address
the issue of flexibility of the DNN-based approach, such it-
erative nature of the consistency-based approach should be
advantageous.

In this paper, we propose a phase reconstruction framework,
named Deep Griffin—Lim Iteration (DeGLI), by incorporating a
DNN into GLA. The proposed framework stacks a common
GLA-based sub-block that contains a DNN. One of the key
points of DeGLI is that the number of sub-blocks is adjustable
at the time of inference, and the computational cost of DeGLI
is controllable by changing the number of sub-blocks, which
enables us to apply a single trained DNN to various applications
whose allowable computational costs are different. In addition,
by exploiting the algorithmic structure of GLA, the properties
of STFT are explicitly considered, which reduces the number of
parameters to be trained. We also propose a training strategy for
the DNN used in DeGLI because the iterative use of a DNN is
unusual. The proposed strategy trains the DNN by solving a de-
noising task with only one sub-block, which is called sub-block
training by denoising (SBTD). SBTD significantly reduces the
required memory in training and improves stability comparing
to end-to-end training. While an arbitrary DNN can be applied
to the DeGLI framework, we present a novel complex DNN
for handling complex STFT coefficients efficiently. The DNN
employs gating mechanisms [43] calculated from the magnitude
of complex features and the given amplitude. With the proposed
training strategy and complex DNN, DeGLlI is trained efficiently
and performs well in terms of both objective and subjective
measures. Our code and audio samples are available online.'

This paper intends to extend our conference paper [31], which
outlined DeGLI and verified it with limited experiments. The
difference between [31] and this paper is as follows:

'Our project page: https://sites.google.com/view/yoshiki-masuyama/degli.

e Relations to existing combinations of an iterative algorithm
and DNN are clarified (Sections III and IV-D);

® A novel complex DNN is proposed for treating complex
STFT coefficients in DeGLI (Section IV-C), and its effec-
tiveness is validated in an experiment (Section V-G);

® The effectiveness of the proposed sub-block is verified in
an experiment (Section V-E);

® The efficiency of the proposed training strategy is shown
through experiments (Section V-F).

The remainder of this paper is organized as follows. In
Section II, we review two phase reconstruction approaches:
consistency-based and DNN-based approaches. Section III in-
troduces some combinations of DNNs and iterative algorithms
in signal processing because DeGLI combines a DNN and the
iterative algorithm of GLA. Section IV presents the DeGLI
framework and its effective training strategy named SBTD.
A complex DNN for DeGLI is also proposed in Section IV.
After investigating the effectiveness and efficiency of DeGLI in
Section V, we conclude this paper in Section VI.

II. PHASE RECONSTRUCTION OF SPECTROGRAMS

In this section, after stating the problem of phase reconstruc-
tion, we briefly review the consistency-based and DNN-based
phase reconstruction approaches that are relevant to the proposed
phase reconstruction.

A. Phase Reconstruction Problem

Let STFT of a time-domain signal x € R" with a window
g € RE (L < N) be defined as

=~
—

G(x)[w, 7] = z[l + ar) g[l] e 2™V E = X|w, 7],

l

6]

Il
o

where ¢ is the imaginary unit, a is the time shifting step, 7 =
0,...,7T—1landw =0,..., K — 1 are the time and frequency
indices, respectively, and K = L. Here, X [w, 7] is the (w, 7)th
element of X. Then, iSTFT is defined as

GX) = 3 Y X gl et

(1,7)eT,, w=0

2

where n = 0,..., N — 1 is the sample index of a time-domain
signal, T,, = {(I,7) [ n=1+ar, I =0,...,L —1},and g €
R~ is the canonical dual window of g [44].

The problem of phase reconstruction considered in this paper
is to find a tuple of complex STFT coefficients X from its
magnitude A € Rf *T based on some criteria. Hereafter, we
call A as a given amplitude. It can be written as follows:

Find X s.t. |X[w,7]| = Alw, 7]. 3)

The most well-accepted criterion considered with (3) is the
restriction to the image of STFT. As STFT is redundant in
ordinary situations, i.e., K'T' > N, its image denoted by Im(G)
is a linear subspace of the space of all STFT coefficients:?

2We call an array of complex numbers X € CE*T a5 a tuple of complex
STFT coefficients that includes X ¢ Im(G).
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Im(G) € CE*T. When X contains an inconsistent component
that lies outside the image of STFT, the magnitude of X will
be different after applying iSTFT G' and STFT G. This means
that the STFT magnitude of a reconstructed time-domain signal
G'(X) is different from A, even when |X|[w, 7]| = Alw, 7]. To
avoid such a change, phase reconstruction is often formulated
as the following problem:

| X [w, 7]| = Alw, 7]

X € Im(G) @

Find X s.t.{
Since G(x) € Im(G) for any time-domain signal x, the opti-
mization problem given in (4) can be interpreted as a problem
of finding a time-domain signal x whose STFT magnitude
coincides with the given amplitude. As the magnitude is fixed
by the first constraint, its solver attempts to find a tuple of STFT
phase components ¢ € [—7, 7)5*T such that A ® exp(ip) €
Im(G), where exp(-) is the element-wise exponential function,
and © is the element-wise product.

B. Consistency-Based Phase Reconstruction

The consistency-based approach relies on the redundancy of
STFT, and it attempts to solve (4) directly. A tuple of complex
STFT coefficients X is said to be consistent when X € Im(G).
The consistency-based methods force STFT coefficients to be
consistent by projecting them onto Im(G) as [45]

Pe(X) = G(G'(X)), (5)

where C is the set of tuples of complex STFT coefficients
satisfying the spectrogram consistency, defined by

C={XeCT| XeIm(9) }. (6)

By definition, P¢(X) € Im(G) for any X. Note that consistent
coefficients are characterized by the fixed points of the projec-
tion, i.e., X = Pp(X) if and only if X € Im(G).

One of the most popular consistency-based phase reconstruc-
tion methods is GLA [20]. To find consistent coefficients for
the given amplitude, i.e., a solution to the problem given in (4),
GLA iteratively applies two projections as follows:

X+ = po(py(Ximy), (7)

where m is the iteration count, and P is the projection onto the
set A defined by?
X[w, 7]
PiAX)[w, 7] = Alw, 7| ——. (3)
| Xw, 7]|
Here, A is the set of complex STFT coefficients whose magni-
tude coincides with A:

A={XeCT| |Xw,7] = Alw, 7] }. )

One of the two constraints in (4) is enforced by each projection
in GLA. By iterating them, both constraints might be satisfied

3When | X [w, 7]| = 0 for some (w, 7), (8) cannot be defined because of zero
division. To avoid such a situation, although the projection should be set-valued
when both |X[w,7]| =0 and Afw, 7| # 0 are satisfied at some (w,T), we
simply replace the result of zero division by zero in this paper.

simultaneously. GLA can be viewed as a projected gradient al-
gorithm [22], and therefore its convergence towards the solution
is expected if the initial value is adequate.

C. DNN-Based Phase Reconstruction

DNN-based phase reconstruction has been studied in recent
years motivated by the strong modeling capability of DNNs.
This approach takes advantage of the rich prior knowledge of
the target signals that is automatically learned from a training
dataset. In the DNN-based phase reconstruction, a difficulty
of training mainly comes from the periodic nature of phase.
Phase is wrapped in [—, ), and thus it is discontinuous at 7
even when phase varies smoothly. To avoid this discontinuity
problem, several techniques have been developed.

One approach is to treat the phase reconstruction problem as a
classification problem by quantizing the target STFT phase [13],
[14]. In this approach, the DNN estimates the set of indices
corresponding to the quantized target phase. By recasting to a
classification problem, the DNN training does not suffer from
the periodic nature of phase. In another approach [27]-[29], the
output of DNN is defined by continuous real numbers whose
range is not restricted to [—m, 7). In such a case, the DNN
training suffers from the ambiguity of 27w, and therefore this
approach utilizes a specific loss function based on circular statis-
tics [27]. This approach potentially achieves higher performance
as compared to the quantizing approach, because it does not
suffer from the quantization error. Meanwhile, a DNN outputting
complex STFT coefficients X instead of STFT phases has also
been investigated [30], [31]. In this case, the phase is embedded
into the higher-dimensional space, or the complex plane, to avoid
the periodicity. Note that the estimate of phase is obtained by
taking the complex-argument of X, i.e., the amplitude of X is
discarded in phase reconstruction.

These existing DNN-based approaches have outperformed
GLA [27]-[30]. The architecture of DNNs are fixed at the
time of training, and their parameters are optimized for the
dataset. Hence, the computational cost for the inference is not
controllable afterward. This nature of DNN can be restrictive
for applications whose allowable computational time varies.

III. COMBINATIONS OF ITERATIVE ALGORITHMS AND DNN
IN SIGNAL PROCESSING

Several recent studies have tried to incorporate knowledge
from optimization-based signal processing into DNN. The pro-
posed phase reconstruction framework introduced in the next
section is based on such combinations of signal processing and
deep learning. Thus, some of the studies are reviewed in this
section for clarifying the position of the proposed framework.

A. Similarity Between Iterative Algorithm and DNN

The idea of combining an iterative algorithm and DNN is
based on the structural similarity between them. In signal pro-
cessing, one standard methodology is to construct an iterative
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algorithm which can be written as the following abstract recur-
sive scheme:

u[7n+1] — S(ll[m]), (10)

where ul™ is a variable at the mth iteration, and S is an
operator representing the update procedure of the algorithm. For
example, GLA in (7) can be obtained by setting S = Pr o Py.
This procedure can be expanded as

ulM = S(S(-+- S(S(ul)))), (11)

where the operator S'is applied M times. The operator S is often
designed for each problem based on an optimization algorithm
and prior knowledge of the data.

DNN is an artificial neural network consisting of multiple
layers with a large number of parameters. Each layer is a
relatively simple component such as an affine transform with an
element-wise nonlinear transform. Let the mth layer be denoted

by H‘[;Z]. Then, a DNN Fy can be represented as

Folu) = Hy(HR U1 ) (), (12)

O O

where the DNN is assumed to have M layers, and 0 =
(01,05,...,0)) is the tuple of DNN parameters. Each layer

Hgn] is associated with its parameters 6., that is trained with a
dataset to minimize the loss function. The architecture of a DNN
is often designed empirically, and its layers are not designed
specific to problems, even though their choice and combination
have an impact on the quality of inference.

From (11) and (12), the similarity of an iterative algorithm
and DNN is obvious. An iterative algorithm is usually based
on a hand-crafted model of the target signal, and the derived
procedure is often the repeated application of the same operator.
In contrast, a DNN is usually designed heuristically without any
explicit models, and each layer of the DNN is usually different
from the others. Some research has attempted to go between
them as described below.

B. Designing DNN Based on Iterative Algorithm

One way of borrowing both of the above ideas is to de-
sign a DNN architecture based on an iterative algorithm. By
unfolding (or unrolling) an iterative algorithm as in (11), it
can be interpreted as a DNN with common fixed parameters.
By making these parameters uncommon and trainable, a DNN
architecture is obtained based on a better-understood algorithm.
The parameters are optimized by end-to-end backpropagation to
maximize the performance at the fixed number of iterations. This
strategy is called deep unfolding [46] which often achieves better
performance with fewer iterations as compared to the original
iterative algorithms. Its effectiveness has been confirmed in
various inverse problems, such as compressed sensing [47],
multi-channel input multi-channel output signal processing [48],
source separation [49], [50], and others [51].

The idea of deep unfolding was originally proposed in com-
pressed sensing [47] where the iterative shrinkage-thresholding
algorithm (ISTA) was unfolded as the learned ISTA (LISTA).
Fig. 2 illustrates the iterative scheme of ISTA and the architecture
of LISTA. ISTA is a proximal algorithm obtained by inserting

(a) Iterative shrinkage-thresholding algorithm (ISTA)
u[m]

v
i

(b) Learned iterative shrinkage-thresholding algorithm (LISTA)

ulm+1l

w

ulo!

Fig. 2. Tllustration of LISTA. ISTA is unfolded to form a single DNN. Blue,
red, and green boxes are the affine transform, soft-thresholding operator, and
single layer in DNN, respectively.

(a) A proximal algorithm (b) Plug-and-play (PnP) method

v N

Fig.3. Concept of PnP. A proximity operator is replaced by a denoising DNN
Fo. Here, we consider ISTA as an example of proximal algorithm. PnP utilizes
a DNN with the problem specific transform A .

S =T, o Ag into (11), where 7T, is the soft-thresholding oper-
ator with a parameter A € R, and Ay is the affine transform
depending on the observation W. LISTA unfolds it to design a
DNN composed of the affine layers and the soft-thresholding as
illustrated in the bottom figure of Fig. 2. As in this example, deep
unfolding enables systematically designing an interpretable
DNN based on an iterative algorithm whose effectiveness is
validated theoretically.

C. Inserting DNN Into Iterative Algorithm

Another way of merging an iterative algorithm and DNN is to
utilize DNN within the iteration of an algorithm. In this strategy,
one significant challenge is how to insert DNN into an iterative
algorithm because an inappropriate use of a DNN can easily
collapse the well-constructed optimization algorithm. To solve
this problem, several approaches have been presented including
regularization by denoising (RED) and plug-and-play (PnP).
RED constructs a regularization term based on a denoising
DNN Fp [52]. The regularization term is formulated by uT(u —
Fo(u)) that penalizes the noise component (u — Fp(u)) in
some sense [53]. An optimization problem with this regulariza-
tion term can be solved via its gradient. PnP inserts a denoising
DNN into a proximal algorithm with the hope that the DNN acts
as the proximity operator [54]-[56]. Proximal algorithms can
handle multiple regularization terms by utilizing proximity oper-
ators [57], prox; : u — argminy [f(v) + ||v — u|[3/2], which
can be viewed as a Gaussian denoising operation based on the
prior distribution exp(— f(+)). PnP replaces a proximity operator
of a conventional regularization term by the denoising DNN as
illustrated in Fig. 3. The convergence of PnP can be guaranteed
by imposing some conditions on the DNN [55].

An essential aspect of these methods is that the DNN is solely
trained as a denoiser. That is, unlike deep unfolding, the training
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Fig. 4. Illustration of the proposed phase reconstruction framework, DeGLI.

procedure is conducted independently of an original problem
and iterative algorithm. The DNN can be trained by utilizing
the additive Gaussian noise, which simplifies the preparation of
the training data. Applications of the denoising DNN are not
restricted to a denoising problem. By inserting the DNN into
an iterative algorithm for a task different from denoising, the
DNN can improve the performance for that task because of a
task-specific structure of the iterative algorithm. The proposed
framework follows this concept: utilizing a denoising DNN
within a phase-reconstruction-specific algorithm.

IV. PROPOSED PHASE RECONSTRUCTION

By incorporating a DNN into the iterative algorithm of GLA,
we propose a phase reconstruction framework, named DeGLI,
in this section. First, the architecture of DeGLI, shown in Fig. 4,
is introduced in Section IV-A. Then, its training strategy and
a complex DNN for DeGLI are proposed in Section IV-B
and IV-C, respectively. Finally, the relation between the pro-
posed framework and the existing methods is discussed in
Section IV-D.

A. Deep Griffin—Lim Iteration (DeGLI)

The motivation of proposing DeGLI is to obtain the benefits
from both the DNN-based and consistency-based phase recon-
struction approaches. As described in Section II-C, the DNN-
based methods reconstruct a high-quality signal by exploiting
the rich prior knowledge learned from a training dataset. After
fixing the network architecture, its parameters are automatically
optimized for a given dataset, which improves the performance
of the DNN-based phase reconstruction for signals similar to
those in the training dataset. One limitation of DNN-based phase
reconstruction is its low flexibility to the computational cost.
Since the types and number of layers are fixed at the time of
training, the computational cost is not controllable at the time of
inference. Therefore, one must design and train another DNN if
the trained networks do not meet the computational requirement
for some application. This is not the case for iterative algorithms
of the consistency-based phase reconstruction (Section II-B).
As the computational cost of an iterative algorithm grows lin-
early with the number of iterations, its cost can be adjusted by
selecting the number of iterations based on the computational
requirement. To take advantage of both approaches, we propose

a DNN-based phase reconstruction framework via the iterative
algorithm of GLA.

The proposed framework, DeGLI # , is illustrated in Fig. 4. It
stacks the same sub-block By containing a DNN Fy as

X+l = By (X)) (13)

—gzml _ }‘e(x[m}’y[m}’ Z[m]% (14)

which is designed based on the algorithmic structure of GLA,
where X[ is the output of mth sub-block (i.e., the same sub-
block By was applied m times), and Y [™] and Z[™!,

Y™ = py(xIm), (15)

Z['rn] _ JJC(Y[7rL})7 (16)

are intermediate variables keeping the information related to
GLA given in (7). The entire architecture of DeGLI is defined
by M sub-blocks Bg followed by the projection P, as follows:

DeGLI) (X)) = P4(Bo(Bo(- - Ba(Bo(XI")))), (17

where X% is a tuple of complex STFT coefficients whose mag-
nitude coincides with A. Note that the number of sub-blocks M
can be adjusted afterward because the same DNN Fy is utilized
in each By, i.e., the computational cost of DeGLI can be adjusted
afterward. Its computational cost grows linearly with the number
of sub-blocks as that of an iterative algorithm. Therefore, DeGLI
can be applied to various applications and devices, whose com-
putational requirements may vary widely, without designing and
training another DNN for each of them. In addition, the iterative
use of a single DNN can reduce the number of parameters to be
stored, which is desirable for memory-limited devices.

We designed the sub-block based on GLA and its variants,
and thus DeGLI can be viewed as an extension of the existing
Griffin—Lim type algorithms. DeGLI is reduced to GLA given in
(7) when the residual estimated by the DNN Fp is always zero. A
modified update of GLA presented in [39] is also an instance of
DeGLlI given by setting Fo (X", Y™ ZI™]) = 4 ¥ [™] where
v is decided by the parameters of STFT. Another variant of
GLA obtained by applying an over-relaxation technique [58] is
formulated by

zZl™ = pe(Py(xXImy), (18)

Xttt = pzlm 4 (1 — p)XIm, (19)

where p > 0. This is also an instance of DeGLI by set-
ting Fo (X[, Yl ZImly = (1 — p)(ZI™ — X)), In this re-
spect, DeGLI can be interpreted as a general and trainable ex-
tension of Griffin—Lim type phase reconstruction. The trainable
extension should be able to go beyond a non-trainable Griffin—
Lim type algorithm because of exploiting the prior knowledge
of the target signal to phase reconstruction. Note that using a
DNN in a subtractive form is called residual learning in the

“In our conference paper [31], the DNN in DeGLI did not utilize the given
amplitude. In Section IV-C, however, we will propose a complex DNN that
handles the given amplitude. Because of this difference, the diagram of DeGLI
(Fig. 4) is slightly changed from that of Fig. 1 of [31]. This difference also
changes the diagram of training strategy of the DNN shown in Fig. 5.
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deep learning community [59], and its effectiveness has been
confirmed in image denoising [60].

For the residual estimation by the DNN, the input X[ and
intermediates Y™ and Z!" should be informative. By compar-
ing X" and Y, related as Y = P4(X[™]), the mismatch
between the magnitude of X[™l and the given amplitude A
is known. Similarly, the comparison between Y™ and Z[™,
related as ZI™ = Pp(Y™), gives inconsistent components of
Y[™l. These mismatches should be zero for the true phase,
and therefore a favorable phase reconstruction algorithm should
reduce them quickly. Based on this observation, the DNN is
informed about all intermediate results of GLA with the hope of
generating a suitable direction toward the correct phase.

B. Sub-Block Training by Denoising (SBTD)

One unique feature of DeGLI is the iterative application of a
common DNN, and its number of applications M is not fixed.
Training of the DNN should be designed to be suitable for this
feature. A simple way of training the DNN is the end-to-end
strategy, which, in our case, can be formulated as a minimization
of the following form:

min Ex. [£(X", DeGLIY (X)), (20)
where E is the expectation operator, and £ is a loss function.
Here, X* is the complex STFT coefficients calculated from a
time-domain signal in the training dataset. While such end-to-
end training is straightforward, the following problems exist: (1)
the number of sub-blocks M must be fixed at the time of training,
which is incompatible with the concept of the DeGLI framework
allowing M to be adjusted afterward; (ii) backpropagation
for such iterative use of the same DNN requires significant
computation as M increases; and (iii) it suffers from instability
caused by P4 because it consists of element-wise multiplication
and division as in (8) which may excessively expand/diminish
the magnitude of the gradient calculated in backpropagation.

To circumvent these problems, we focus solely on the sub-
block instead of the entire procedure. The desired property in
each application of the sub-block is that the output X[+
becomes closer to the solution than the input X[, Actually,
GLA in (7) fulfills this property in terms of the spectrogram
consistency [30], i.e., its iteration does not increase the energy of
the inconsistent component || Py (XI™) — Po(P4(XI™))| 2.,
where | X|%, = >, |X[w,7]|%. This favorable property is
induced by the fact that the projections are the minimizers of the
following problem:s:

PyX) = argmzin X — Z||3, st Z € A, 21

Pe(X) = argmzin IX - Z||3,, st ZeC, (22)
i.e., the projected result is the closest point to the input within
the constraint set. These optimization problems can be seen
as denoising problems for the Gaussian contamination model
with the prior uniform within the constraint set. In other words,
phase reconstruction can be realized by repeatedly applying
the Gaussian denoisers that have the desired property. Hence,
we propose to train the DNN by a denoising task so that the

Amplitude
vy v 7 + -
XDy Bo(X)
Clean X —  Estimated
Signal v Signal
€
Noise > i DNN
DNN estimates residual
Fig. 5. Diagram of the proposed SBTD.

sub-block becomes a denoising map based on prior knowledge
of the target signals.

The proposed training strategy, which we call SBTD, is illus-
trated in Fig. 5. With the complex Gaussian noise €, SBTD is
defined as the following minimization problem:

mein ]EX*X[‘C(Z - X*; FH(Xa ?7 Z))]a (23)

where X = X* + & denotes the complex STFT coefficients
contaminated by the complex Gaussian noise, Y = P4(X), and
Z = Pe(Y).Itexpects the DeGLI sub-block g to map the noisy

STFT coefficients X to the clean one X* as

X*%Bg(f() (:Z_FG(X7?72))7 (24)

or equivalently X* — 7~ —fg(f(,?, Z) which leads to the
objective function in (23). Since the backpropagation does not
pass through P4, SBTD can avoid the instability caused by it.
In addition, its computational cost and required memory are
significantly reduced compared to the end-to-end method in (20)
which repeatedly applies the same DNN. The training data can
be easily synthesized by adding the Gaussian noise, which is
also an advantage of the proposed strategy.

Although SBTD is defined through the denoising task of
complex STFT coefficients, it is actually related to phase re-
construction. Magnitude of the inputted noisy coefficients is
always replaced by the true ones by P4. Thus, the latter part
of the sub-block, which includes the DNN, mainly focuses on
the reduction of phase disturbance. This is not a usual denoising
task but rather a phase reconstruction task. Appropriateness of
this training strategy will be confirmed in Section V-F.

C. Proposed Complex DNN

While any DNN can be incorporated into the DeGLI frame-
work, this subsection presents a DNN architecture suitable for
DeGLI named the amplitude-informed gated complex convolu-
tional neural network (AI-GCNN). AI-GCNN consists of mul-
tiple AI-GC layers: complex convolution layers with a gating
mechanism that considers the given amplitude.

A 2D complex convolution is formulated by [61]

Convw. (C) = (Wge * Cre — Wiy, * Cryy)
+ Z'(‘A/vRe * CIm + WIrn * CRe)a (25)

where * denotes 2D real convolution, C = Cg + iCyy, is a
complex input variable, Cy, and Cr,, are its real and imaginary
parts, respectively. Here, W¢ = Wge + tWipy, is a complex
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convolution filter to be trained, and Wy, and Wy, are its
real and imaginary parts, respectively. The complex convolution
layer is chosen for capturing the relation between adjacent T-F
bins efficiently. Furthermore, the projection regarding spectro-
gram consistency F can be written as an operation similar to
the complex convolution® [39]. Thus, a complex convolution
layer can be regarded as a generalization of the projection of
spectrogram consistency.

For the nonlinearity in AI-GCNN, we consider a gating
mechanism [43] motivated by the following two reasons: re-
quirement of a multiplicative structure and T-F masking. Firstly,
data-dependent scalar multiplication is desired. When the output
of the sub-block is ideal at the mith iteration, i.e., XI™) = X*,
the intermediate variable Z[™ is also X*, and thus the output
of the DNN should be zero. This requirement can be easily ful-
filled by applying zero multiplication as the gating mechanism.
Secondly, the gating mechanism is motivated by T-F masking.
As DeGLI subtracts the DNN output from Z = Pp(P4(X)),
the DNN should extract the unsuitable components contained
in Z. A usual choice for extracting some components in a
spectrogram is T-F masking [62], which can be interpreted as a
gating mechanism.

A T-F mask is often estimated from STFT magnitude. Hence,
we calculate the gate as

AmpGateyy, (C) = Sigmoid(|C| * Wg), (26)

where Sigmoid(-) is the sigmoid function, W is a real convo-
lution filter, and | C| denotes magnitude of the complex numbers
calculated element-wise. We define the amplitude-based gated
complex convolution (AGC) layer as

AGCw,,wy (C) = Convw,. (C) ©® AmpGatew, (C).
27)
Finally, as the given amplitude A is important for phase recon-
struction, AI-GCNN employs an amplitude-informed extension
of AGC layer, AI-GC layer. It is defined as

AL-GCw wy (C)=Convw,. (C) ® AmpGatew, (C), (28)

C=[A,C], (29)

where |-, -] denotes concatenation in the channel direction. Al-
GCNN should be possible to estimate the undesired residual
component by comparing the given amplitude A and the mag-
nitude of the complex features.

Before leaving this subsection, we briefly mention an exist-
ing complex layer for comparison. Recently, complex DNNs
have gained much attention in complex T-F mask estimation
for speech enhancement/separation [63], [64]. These studies
utilized complex extensions of nonlinear functions related to the
rectified linear unit (ReLU), and [63] reported that the following
CPReLU achieved promising results:

CPReLU(C)=PReLU,,,(Cre) + iPReLU,,, (Cim),
(30)

3Specifically, the projection regarding the spectrogram consistency is given by
the twisted convolution with a single filter [39]. The twisted convolution requires
frequency-dependent phase modification in addition to the regular convolution.

where age > 0 and aqy,, > 0 are the parameters of parametric
ReLU (PReLU). This CPReLU is not isotropic with respect to
the origin, which induces bias to the complex output. This bias
directly affects the estimated residual component in DeGLI. In
contrast, the gating mechanism given in (28) preserves the phase
because the sigmoid function takes a real number within O to 1.
Thus, the proposed nonlinear function does not induce such bias
to the estimated residual.

D. Relation Between DeGLI and Existing Methods

In this subsection, the relation between DeGLI and existing
iterative-algorithm-based DNNs is discussed. The main differ-
ence between DeGLI and deep unfolding [46] is whether it
is iterative or not. Deep unfolding constructs a single large
DNN based on an unrolled iterative algorithm. Each iteration
in the algorithm is interpreted as a layer of the DNN, where
each layer has its own trainable parameters to be optimized.
Therefore, deep unfolding must fix the number of layers before
training, and the entire DNN is applied only once at the time
of inference. In contrast, DeGLI iterates a single DNN, which
can be seen as deep unfolding whose parameters are shared in
all layers. Recently, the effectiveness of weight-shared DNNs
has been confirmed in natural language processing, and they
outperformed weight-unshared DNNs in some sense [65], [66].
DeGLI does not fix the number of iterations in advance, and
it can be decided at the time of inference. In addition, the
computational cost for the training of DeGLI is less than that
for deep unfolding thanks to the proposed SBTD.

The main difference between DeGLI and PnP [54] is whether
the training is task-oriented or not. PnP incorporates the trained
DNN into a proximal algorithm as a proximity operator which
can be interpreted as a Gaussian denoiser. This leads to the
idea of training the DNN to eliminate the Gaussian noise in
the inputted degraded signal. This training strategy is totally
independent of the original task. In contrast, SBTD contains
the projections specific to phase reconstruction, and thus the
training strategy of the DNN is related to phase reconstruction.
In the sub-block, the first projection P4 perfectly removes the
noise in terms of amplitude, and the second one P eliminates the
inconsistent component contained in the result of P4. Because of
these projections, the proposed training strategy is different from
solving a general Gaussian denoising problem for the DNN.

Note that, while DeGLI is related to methods that combine
an iterative algorithm and DNN, it is not directly based on a
specific algorithm already proposed for phase reconstruction. In
the existing methods, the usual strategy is to replace a predefined
operation (P4 or P in our case) by a DNN to exploit the learned
knowledge (see Figs. 2 and 3). In contrast, DeGLI leaves the
predefined operations (P, and F) and additionally applies a
DNN to their results. This idea is based on the acceleration
techniques as in (19) which does not modify the operations of
GLA.

V. EXPERIMENTS

In this section, we conducted several experiments to vali-
date the effectiveness of the proposed DeGLI framework. The
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Fig.6. Illustration of AI-GCNN utilized in the experiments. It maps a concate-

nation of three tuples of complex STFT coefficients X, Y, and Z to the undesired
component in Z. Here, “AI-GC” indicates the AI-GC layer given in (28) with
zero padding to maintain its input size, where k and c are the kernel size and
number of channels, respectively. “Conv” represents the complex convolution
layer (without bias) in (25). Stride sizes for all convolution layers were set to
1x1.

experimental conditions are described in Section V-A. In Sec-
tion V-B, we investigate the relation between the number of
sub-blocks and the quality of the reconstructed signals. DeGLI
is compared with GLA and an existing DNN-based phase re-
construction method. Section V-C compares DeGLI with two
neural vocoders in both objective and subjective measures.
The generalization ability of DeGLI is shown in Section V-D.
Finally, three proposed techniques (the sub-block, SBTD, and
AI-GCNN) are validated separately in Sections V-E, V-F, and
V-G, respectively.

A. Experimental Condition

1) Dataset, Initialization, and STFT Parameters: We utilized
the LJ speech dataset which consists of 13100 English utterances
of asingle speaker. Audio clips were separated into three subsets:
12500 clips for the training, 300 clips for the validation, and 300
clips for the testing as in [67]. During the training, the utterances
were divided into about 1-second-long segments (24064 sam-
ples), where the sampling rate was 22050 Hz. As the noise for
SBTD, the complex Gaussian noise was added in T-F domain so
that the signal-to-noise ratio (SNR) was randomly selected from
—6 to 12 dB. At the time of inference, for DeGLI and GLA,
the magnitude of X[ was set to the given amplitude A that
was calculated from the corresponding time-domain signal. The
phase was initialized by the following two methods: sampling
from the uniform distribution within &7 or setting to zero.
Note that, in the latter case, X% coincided with A. STFT was
implemented with the Hann window, whose length was 46.4 ms
(1024 samples), with 11.6 ms (256 samples) shifting.

2) DNN Architecture and Training Setup: The architecture
of AI-GCNN utilized in the following experiments is depicted
in Fig. 6. It consists of 3 AI-GC layers given in (28), and one
complex convolution layer follows them. Note that all complex
convolutional layers did not contain bias. This DNN estimated
a residual component from three tuples of complex STFT co-
efficients which were concatenated to the channel directions.
For SBTD given in (23), the loss function £ was the squared
Frobenius norm of the difference. In all training, parameters
were optimized by the Adam optimizer [68] with a batch size 32

TABLE I
EXPERIMENTAL CONDITIONS

Parameters for Signal Processing
Sampling rate
Window type

22050 Hz
Hann window
Window length 46.4 ms (1024 samples)
Shift length 11.6 ms (256 samples)
Parameters of DNN Architecture

# of AI-GC layers 3
# of complex convolution layers 1
# of channels 64
Kernel size of AI-GC layers 5x3
Kernel size of the last convolution layer 1x1
Stride for convolution layers 1x1
# of parameters 380k
Parameters for Training
Initial step size 0.0004
Batch size 32
# of epochs 300

for 300 epoch, where the step size was decayed by multiplying
0.5 every 100 epoch from 0.0004. Since we observed that the
training and validation losses exhibited almost the same behavior
in our early experiments, we only utilized the validation dataset
to monitor the behavior of training in the experiments. All the
above-mentioned conditions are summarized in Table I.

3) Evaluation Metrics: The phase reconstruction perfor-
mance of DeGLI was compared with those of existing methods
by three objective measurements. We evaluated the quality of
the reconstructed signal by the wide-band extension of the per-
ceptual evaluation of subjective quality (PESQ) [69]. Note that
original PESQ was utilized for evaluation of narrow-band speech
in telecommunications. The short-time objective intelligibility
(STOI) was also utilized to evaluate the speech intelligibil-
ity [70]. These objective measures have been commonly utilized
to evaluate the sound quality in speech enhancement [62]. As in
ordinary studies of phase reconstruction, we also evaluated the
log-spectral convergence (LSC) [71]:

1A = [P0

LSC(X, A) = 201log,, 1Al
ro

(€19

B. Relation Between Performance and Number of Sub-Blocks

To validate the concept of DeGLI that can balance the per-
formance and computational cost, we first investigated the per-
formance per number of sub-blocks M. The objective measures
of signals obtained by DeGLI, GLA, and GLA initialized by a
DNN-based phase reconstruction method called recurrent phase
unwrapping (RPU) [32] are shown in Fig. 7. Although the DNN
was not trained in a end-to-end manner, the objective measures of
DeGLI were monotonically improved by increasing the number
of sub-blocks M. Since M is adjustable at the time of inference,
this result indicates that DeGLI can easily trade the quality of
reconstructed signals and the computational cost linearly de-
pending on /. Namely, one can eliminate unnecessary compu-
tation or improve the sound quality as long as the computational
resource allows. We stress that this favorable feature of DeGLI
cannot be achieved by existing DNN-based phase reconstruc-
tion, including RPU. As the result of using DNN inside GLA,
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Fig. 7. Relation between the objective measures (PESQ, STOI, and LSC)
and the number of sub-blocks M. Higher PESQ and STOI indicate better sound
quality. Lower LSC means better phase reconstruction. Lines represent medians,
and colored regions indicate the first and third quartiles. The types of lines
represent different initialization of phase: solid lines represent uniformly random
initialization, and dotted lines represent zero initialization. The quartiles for
the zero initialization are omitted for visibility because their appearance was
essentially the same with those of random initialization.

DeGLI outperformed the original GLA in terms of all objective
measures for both initialization methods of phase. The uniformly
random initialization achieved better objective measures than
zero initialization when the number of sub-blocks was small,
and thus we utilized the random initialization method in the
following experiments. It also outperformed RPU followed by
GLA. These results indicate that DeGLI is not only efficient but
also well-performing. Note that DeGLI significantly improved
the sound quality in the first 10 sub-blocks. Perceptually, we also
confirmed that the reconstructed signals had reasonable quality
at M = 10.

Since DeGLI applies the DNN in addition to the projections
of GLA, its computational time per iteration is longer than that
of GLA. As a reference, DeGLI with 10 sub-blocks took about
0.172 s on a GPU (NVIDIA TITAN V) and 3.089 s on a CPU
(Intel Core 19-7980XE, 2.60 GHz) for a 2-second-long signal.
GLA with 200 iterations took about 0.297 s on the GPU and
5.97 s on the CPU. We stress that DeGLI with 10 sub-blocks
outperformed GLA with 200 iterations in terms of the objective
measures as observed in Fig. 7.

C. Comparison to Neural Vocoders

In speech synthesis, it has been widely demonstrated that neu-
ral vocoders can generate natural speech signals and outperform
GLA in terms of perceptual quality [67], [72], [73]. Since the
experimental results in Section V-B showed the reconstruction
quality only in terms of objective measures, DeGLI was com-
pared in terms of naturalness in this subsection. In this experi-
ment, we compared DeGLI with two neural vocoders: a popular
open source WaveNet (WN) [72], [74] based on a mixture of lo-
gistics distribution,® and the official WaveGlow (WG) [67]. The
audio samples of them were brought from a public folder.” Note
that GLA and DeGLI reconstruct a time-domain signal from a

The audio samples of WN were generated by using Yamamoto’s open source
implementation: https://doi.org/10.5281/zenodo.1472609. This code has been
utilized as a reference in several papers [67], [75], [76].

"The audio samples were brought from Google Drive: https:/drive.google.
com/open?id=1SKO40DmqUy- AEFXCSAMHyhe_iUIG9FKq
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Fig. 8. PESQ, STOI, and the result of subjective test for signals reconstructed
by GLA [20], Yamamoto’s open-source WN [72], [74], official WG [67], and
the proposed DeGLI with 60 sub-blocks. Red lines represent medians, and boxes
indicate the first and third quartiles.

linear spectrogram while the neural vocoders reconstruct that
from a mel-spectrogram. Reconstructed signals were evaluated
by PESQ, STOI, and a subjective test like MUSHRA (multiple
stimuli with hidden reference and anchor) with 16 participants.
In the subjective test, GLA with 60 iterations was used as the
anchor. The number of the DeGLI sub-blocks was also set to 60.
Each participant evaluated 10 sets that were randomly selected
from 40 prepared utterances.® Each evaluation set consisted of
the original signal, as the hidden reference, and 4 reconstructed
signals by GLA, WN, WG, and DeGLI. The participants were
asked to rate them in terms of naturalness from 0 to 100. To assess
naturalness relatively and clarify the difference, we additionally
instructed the participants to rate one of them as 0 (worst among
the 5 signals) and another one as 100 (expected to be the hidden
reference) for each set.

PESQ, STOI, and the result of the subjective test are illustrated
in Fig. 8. GLA and DeGLI resulted in higher PESQ and STOI
compared to the neural vocoders. This should be because the
neural vocoders generated signals whose STFT magnitudes were
different from the given ones while GLA and DeGLI maintained
them by P4. In the subjective test, the official WG outperformed
both GLA and the Yamamoto’s open-source WN, which is
consistent with the results reported in previous studies [67],
[73]. Compared to the official WG, DeGLI further improved
the subjective scores. One of the advantages of DeGLI is the
smallness of the number of parameters to be stored, which is the
result of the parameter sharing and GLA-based fixed layers. The
number of parameters of DeGLI was less than 0.5% of that of
WG.

D. Robustness and Generalization Capability of DeGLI

1) Evaluation using Degraded Spectrograms: In some ap-
plications, including speech synthesis, the given amplitude A
may contain estimation errors. To validate the robustness of
DeGLI to such errors, in this experiment, we evaluated DeGLI
on degraded spectrograms. For degradation of spectrograms, we
utilized mel-frequency compression because a mel-spectrogram
is a popular acoustic feature in speech synthesis. The degraded
spectrogram was calculated by the following procedure. First,
a linear spectrogram calculated from a time-domain signal was
converted to a mel-spectrogram. Second, the mel-spectrogram

8The audio samples utilized in the test are available in our project page: https:
/Isites.google.com/view/yoshiki-masuyama/degli.
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Fig. 10. PESQ and STOI of speech signals reconstructed from the degraded
spectrograms. Solid lines represent medians, and colored regions indicate the
first and third quartiles.

was converted back to the linear scale by the pseudo inverse
of the forward transform. Finally, the negative elements of the
reconstructed spectrogram were replaced by zero. To change
the level of degradation, the dimension of mel-spectrograms
D was chosen from {80,160,320}. Examples of the linear
spectrograms are shown in Fig. 9. Note that the DNN is trained
only with clean linear spectrograms as described in Section V-A.

PESQ and STOI of reconstructed signals are shown in Fig. 10.
In all cases, the final performance of DeGLI became worse than
that using the original linear spectrograms. Even so, DeGLI
still outperformed GLA when D € {160,320} and was com-
parable to GLA when D = 80. Note that the monotonic nature
of improvement brought by DeGLI was essentially preserved,
which indicates the robustness of DeGLI to the error in the given
amplitude. SBTD using degraded spectrograms may improve the
performance of DeGLI in such a case, but an appropriate way
of degradation should depend on the application.

2) Evaluation using Different Speakers: To investigate the
generalization capability in terms of speakers, DeGLI trained on
the LJ speech dataset was evaluated by using the VCTK corpus.
The training dataset, the LJ speech dataset, contains utterances
of a single female speaker. For the evaluation, we utilized 600

2
<
5
&
%
=
8}
>
10*
i)
=
g
%
=
8}
>
vV 0.92)
10 10t 10> 10° 10° 10t 10®  10®°  10° 10" 10> 107
# of sub-blocks # of sub-blocks # of sub-blocks
Fig. 11.  PESQ and STOI of reconstructed signals in the VCTK corpus, where

DeGLI was trained by the LJ speech dataset. Solid lines represent medians over
300 utterances, and colored regions indicate the first and third quartiles.
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Fig. 12.  (a) Sub-block of DeGLI. (b) Sub-block for the inference using
DenoisingNet/DenoisingNet+. (c) Diagram of training of DenoisingNet. (d)
Diagram of training of DenoisingNet+.

utterances from the VCTK corpus where each 100 utterances
were selected from those of three females (p225,p228,p229)
and three males (p226, p227, p232). Those utterances were
resampled at 22050 Hz.

The experimental results are illustrated in Fig. 11. DeGLI
outperformed GLA even for the utterances of speakers not
contained in the training dataset. This result suggests the gener-
alization capability of DeGLI to multiple speakers. Comparing
Fig. 11 to Fig. 7, the final objective measures for the VCTK
corpus were slightly worse than those for the LJ speech dataset
due to the mismatch between training and testing datasets.
Recent speaker adaptation techniques [77]-[79] may reduce this
performance deterioration, which is a possible direction of future
works.

E. Effectiveness of Auxiliary Inputs X" and Y™

In DeGLI, the DNN estimates the residual component in Z [
from three tuples of complex STFT coefficients, XIml ylml and
Z!™ To clarify the effectiveness of the auxiliary inputs, X!
and Y[ we compared DeGLI in Fig. 12-(a) with its variant
illustrated in Fig. 12-(b), where the DNN only takes Z[™ as
input. We considered two DNNSs trained by different strategies
for comparison. DenoisingNet was trained with the general
Gaussian denoising task as in Fig. 12-(c), while DenoisingNet+
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Fig. 13.  Medians of PESQ and STOI of reconstructed speech signals for
comparing different sub-block architectures.
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TABLE II
LSCs oF Z[™l anp z[™ — F(X[m] ylm] zlml),

m 0 1 2
Zm] —3.79 —1224 —17.64
zlm — F(xlml ylml zlmly | _829 1437 —18.44

utilized the projections specific to phase reconstruction as in
Fig. 12-(d). In this experiment, their architecture was similar
to that of AI-GCNN, but AI-GC layers were replaced by AGC
layers because the clean STFT magnitude is usually unknown
in the general Gaussian denoising task. To set the number of
parameters roughly the same, they contained an additional AGC
layer before the DNN. The results are summarized in Fig. 13,
where DeGLI outperformed the other two. This result indicates
that auxiliary variables X" and Y are informative to esti-
mate the residual component. In addition, it can be seen that the
projections in the training stage is indispensable because De-
noisingNet, which did not utilize the projections in its training,
failed to improve the performance by increasing the number of
sub-blocks M.

To illustrate the effectiveness of the residual estimation by
the DNN, an example of A, Z[), and Z[%) — F(X[0! YOI Z0])
are shown in Fig. 14. It can be seen that the corrupted har-
monic components were enhanced by subtracting the residual
component estimated by the DNN, e.g., in the orange circle
and box. This favorable result was also confirmed in terms of
LSCs. LSCs of Z[™l and ZI™ — F(X[™ Y™l ZIm) of the
signal corresponding to the spectrogram shown in Fig. 14 for
m = 0, 1, 2 are listed in Table II. The DNN improved LSCs from
the result of GLA ZI". These results indicate the effectiveness
of the residual estimation by the DNN.
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one sub-block in training, is illustrated in the leftmost figure.
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Fig. 16.  Medians of PESQ and STOI of reconstructed speech signals for
comparing SBTDs with different SNR ranges.

F. Detailed Experiments of SBTD

1) Efficiency of SBTD: To illustrate the sufficiency of the
single-block training, SBTD (using 1 sub-block) was compared
with its variants using 3 and 5 sub-blocks. In those variants,
the model parameters were shared in all sub-blocks to align the
number of parameters. In the training with multiple sub-blocks,
the complex Gaussian noise was added to the clean STFT coef-
ficients before the first sub-block. Then, the DNN was trained
to minimize the difference between the clean STFT coefficients
and the output of the last sub-block.

LSCs of the reconstructed signals are shown in Fig. 15.
DeGLI trained by SBTD achieved performance comparable to
those trained with 3 and 5 sub-blocks. As the computational
cost of the training increases as M increases, that of SBTD is
the lowest among all variants using more than one sub-blocks.
Hence, SBTD minimizes the computational cost for training
while maintaining the performance.

2) Effect of Noise Level in SBTD: In the all experiments thus
far, DeGLI was trained by SBTD whose SNR of inputted STFT
coefficients was varied from —6 to 12 dB. In this experiment,
we investigated how this range of SNR affects the performance.
To this end, two DNNs were additionally trained by SBTD with
a lower SNR range (from —18 to 6 dB) or a higher range (from
6 to 24 dB).

The results are illustrated in Fig. 16. First of all, with all
SNR ranges, PESQ and STOI were improved as the number
of sub-blocks increased. DeGLI trained with the lower SNR
range improved the objective measures quickly but resulted in
the lowest performance at the end. In contrast, DeGLI trained
with the higher SNR range improved PESQ and STOI slowly but
surpassed those with the lower SNR range. These results indicate
that there exists a trade-off between the speed of improvements
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TABLE III
MEDIAN OF PESQ AND STOI OF RECONSTRUCTED SIGNALS WITH 1, 2, 3, 5, 10, 100 SUB-BLOCKS FOR COMPARING VARIOUS
DNN ARCHITECTURES. THE BOLD FONT AND UNDERLINE INDICATE HIGHEST AND SECOND HIGHEST SCORES.

PESQ

STOI

s T 3 3 5 10 100 3 3 5 10 Tog | of params.
PReLUC | 8.47 393 409 421 432 444 | 0974 0988 0992 0995 0097 0999 | 504k
1GC 200 371 401 422 433 443 | 0962 0985 0992 0.996 0998 0999 | 1007k
CPReLUC | 3.40 3.80 403 417 426 440 | 0972 0987 0991 0995 0.097 0999 | 252
RelmGC | 2.73 343 379 410 428 441 | 0.954 0980 0.98% 0994 0997 0.999 | 503k
AGC | 323 387 408 425 437 447 | 0971 0989 0993 0.996 0.998 0999 | 378k
ALGC | 333 395 414 427 436 446 | 0.975 0990 0994 0997 0998 0999 | 380k

and the final performance, and it can be adjusted by the range
of SNR in SBTD.

G. Effectiveness of AI-GC Layer

DeGLI iteratively utilizes a single DNN that directly handle
complex STFT coefficients. Such iterative use is unusual, and
it is unclear what kind of DNN is suitable for that. Hence,
we conducted an experiment for comparing DNN architectures
in terms of the DeGLI framework. In addition to AI-GCNN,
we considered three complex DNNs and two real DNNs. Two
complex DNNs were constructed by replacing AI-GC layers
with AGC layers or the following real-imaginary-based gated
complex convolution (ReImGC) layers:

RelmGatew,, (C)=Sigmoid([Cge; Cim] * Wge), (32)

ReImGCw,. wy (C)=Convw,. (C) ®©RelmGatew, (C).
(33)

Another complex DNN was obtained by combining the complex
convolution layers with CPReLU given in (30) (abbreviated as
CPReLUC). We also considered real gated convolution layer
(abbreviated as rGC) as in our conference paper [31] and real
convolution layer with PReLLU (abbreviated as rPReLUC) as
in [30]. The number of channels for real convolution layers was
set to 128.

The results are summarized in Table III. First of all, with all
DNNs, the performance of DeGLI improved as the number of
sub-blocks M increased. This indicates that the DeGLI frame-
work can cooperate with various types of DNNs. When M = 1,
DeGLI with the rPReLUC layer achieved the best PESQ. Note
that the rPReLUC layer was utilized in a DNN-based phase
reconstruction method that directly generates complex STFT
coefficients [30]. Therefore, our experimental result confirmed
the validity of the previous study. When M > 1, AI-GC outper-
formed rPReLLUC for all M. This result indicates that the AI-GC
layer is suitable for the iterative use in DeGLlI, and its benefit is
provided by stacking at least more than one sub-block.

Comparing AGC and ReImGC layers, the gating mechanism
based on the magnitude of inputted variables | C| achieved better
performance than that based on the real and imaginary parts
of inputs [Cgre, Cry]. Furthermore, AGC outperformed rGC,
which was utilized in our conference paper [31], with much small
number of parameters. This result also indicates the effectiveness
of the combination of complex convolution and the amplitude-
based gating mechanism. By additionally utilizing the given
amplitude, AI-GC outperformed AGC when M € {1,2,3,5},

but their difference became smaller as the number of sub-blocks
M increased. This might be because the first AGC layer can also
consider the target amplitude A by extracting the amplitude of
Y = Py(X).

VI. CONCLUSION

We have presented the DNN-based phase reconstruction
framework, called DeGLI, which stacks the common GLA-
based sub-block containing a DNN. The DNN aims to remove
the undesired components from the result of projections of
GLA. An advantage of DeGLI is that its computational cost
is adjustable at the time of inference by changing the number
of sub-blocks. This allows us to use a single model for applica-
tions on various devices whose allowable computational cost is
different. We further proposed the effective training strategy,
named SBTD, that minimizes the computational cost of the
training while keeping the phase reconstruction performance.
Our experimental results confirmed that DeGLI enables us to
trade the quality of a reconstructed signal and computational
cost. In addition, DeGLI with 60 sub-blocks resulted in better
sound quality comparing to the neural vocoders. Furthermore,
we presented a complex DNN for DeGLI, and its effectiveness
was validated by comparing various real and complex DNNs.
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