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Abstract. This paper deals with the parameter choice for the nonlocal means (NLM) algorithm. After basic computations on toy models highlighting the bias of the NLM, we study the bias-variance trade-off of this filter so as to highlight the need of a local choice of the parameters. Relying on Stein’s unbiased risk estimate, we then propose an efficient algorithm to locally set these parameters, and we compare this method with the NLM with optimal global parameter.
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1. Introduction. In recent years, patch-based methods have drawn a lot of attention in the image processing community. Inspired by the work of Efros and Leung [14] for the texture synthesis problem, Buades, Coll, and Morel have proposed the nonlocal means (or NLM) denoising algorithm in their seminal paper [7]. Their idea (also suggested independently in [1]) is to take advantage of self-similarities in images by comparing local neighborhoods (the “patches”) across the whole image. Each pixel value is estimated as a weighted average of all others, and the pixels whose neighborhoods are the most similar to the neighborhood of the pixel to be denoised are given the largest weights. This novel point of view has stimulated many authors and is at the core of most of the state-of-the-art image denoising algorithms.

The aim of this paper is to discuss the choice of parameters of the standard NLM filter. Our theoretical study advocates for a local choice of the parameters within the image. Numerically, we address the problem of automatic parameter tuning by resorting to Stein’s unbiased risk estimate (SURE) [31], which is a popular method of estimation of the risk, notably in the wavelet community [12], and which was recently introduced in the context of NLM by [37]. We propose an algorithm which automatically computes the best local parameters in the image so that we can propose a spatially adaptive version of the NLM filter.

To discuss the tuning of parameters of the NLM, we interpret this choice as a bias-variance dilemma. Contrary to the approach of [18], which also relies on a bias-variance analysis, we...
focus mainly on the choice of the smoothing parameter rather than on the search window.

**Notation.** We consider an image $u$ defined on a domain $\Omega \subset \mathbb{Z}^2$. Given an odd number $s$ and a pixel $x \in \Omega$, we define the patch $U(x)$ of width $s$ centered at $x$ as the $s^2$-dimensional vector whose coordinates are the gray values of the pixels in a square neighborhood of $x$ with side $s$:

\[
U(x) = (u(x + j))_{|j| \leq \frac{s-1}{2}}.
\]

The NLM filter compares patches in the image $u$ to restore the value at pixel $x$ according to the following formula:

\[
NLu(x) = \sum_{y \in \Omega} w(x, y)u(y) = \frac{\sum_{y \in \Omega} e^{-\frac{\|U(x) - U(y)\|^2}{2h^2}} u(y)}{\sum_{y' \in \Omega} e^{-\frac{\|U(x) - U(y')\|^2}{2h^2}}}.
\]

The $\ell^2$ norm we use to compare the patches is normalized:

\[
\|U(x) - U(y)\|^2 = \frac{1}{s^2} \sum_{|j| \leq \frac{s-1}{2}} (u(x + j) - u(y + j))^2,
\]

so that $h$ is homogeneous to a gray level.

Since the common habit is to restrict the above search for patches to a search window of side-length $W$ around $x$, the sums in (1.2) may be replaced by sums over all $y \in \Omega$ such that $|x - y|_\infty \leq \frac{W-1}{2}$.

**Bias-variance trade-off.** Many authors (e.g., [18, 21]) use a $\chi^2$ test to set the parameter $h$. They accept only patches that are likely to be exact replicas of the one they want to denoise: for instance, they choose the smallest $h$ such that 99% of exact replicas contaminated by the noise are accepted. This leads to a linear relation between $h$ and $\sigma$, and the experiments reported in [7, 34, 37] confirm that, in terms of the peak signal-to-noise ratio (PSNR), the best value of $h$ is roughly proportional to $\sigma$. Still, we prove in this paper that there is interest in choosing the parameter $h$ depending on the image. First, the rule of selecting $h = C\sigma$ is too rough: the visual difference between the results with the optimal $h$ and the predicted value $C\sigma$ may be noticeable. Second, the optimal $h$ widely varies among the different regions of an image (see section 4).

In fact, an exact replica is not always available (e.g., along contrasted curved edges or on isolated details), and it is sometimes necessary to smooth the image nonetheless, introducing some bias in order to reduce the variance. To fix ideas, let us momentarily assume that the weights are computed on the noise-free image (and thus are deterministic). If the variance $\sigma^2$ of the noise is small and the patch size is large,\(^1\) this approximation makes sense. Indeed, if $\tilde{U}(z)$ denotes the patches of the noisy image $\tilde{u} = u + n$, with $n$ independent and identically distributed (i.i.d.) Gaussian noise, we have\(^2\) $\|\tilde{U}(x) - \tilde{U}(y)\|^2 \approx E[\|\tilde{U}(x) - \tilde{U}(y)\|^2] = \|U(x) - U(y)\|^2 + 2\sigma^2$.

---

\(^1\)Roughly, we assume that $\frac{\sigma^2}{s^2}$ is small compared to the typical square distance $\|U(x) - U(y)\|^2$, which is typically $10^2$, as illustrated in Figure 7.

\(^2\)This approximation is not valid for $x = y$. However, the same qualitative conclusions can be drawn by slightly adapting the following discussion. We skip this for the sake of clarity.
The risk of denoising the pixel $x$ is given by
\[
E|NL\hat{u}(x) - u(x)|^2 = E|NL\hat{u}(x) - NLu(x)|^2 + E|NLu(x) - u(x)|^2
+ 2E((NL\hat{u} - NLu(x))(NLu(x) - u(x))).
\]

The last term vanishes since $E(NL\hat{u}(x) - NLu(x)) = \sum_y E(n(y))w(x, y) = 0$. The first term is the variance term: it is small when the smoothing parameter $h$ is large. The second one is the bias term: it is small when $h$ is small. Thus, the optimal choice of $h$ is a trade-off between bias and variance. If the bias term of an image stays low for large intervals of $h$, this image will be easy to denoise with the NLM filter. We call such images patch regular. This property corresponds to a condition presented in [33] as a necessary assumption on the signal for NLM to work: similar patches have similar central pixels. This patch regularity will be clarified in the rest of the paper. Notice that a similar information-theoretic formulation can be found in [1], stating that conditionally to the rest of the patch, the entropy of the law of the central pixel is very low.

In practice we estimate the risk of NLM using SURE (recently introduced in [37] in the context of NLM), so we need not assume that the weights are deterministic.

**Organization of the paper.** The guiding principle of our study is the above bias-variance trade-off: section 2 illustrates the bias of the filter on toy models without noise. In section 3, we add noise and discuss the bias-variance trade-off in terms of the geometry of the image in the patch space. In section 4, we handle this trade-off locally, first by using an oracle which gives the main guidelines of an efficient denoising, then by relying on Stein’s unbiased risk estimate, first proposed in [37] in the framework of NLM.

**Related works.** There are many contributions in the literature concerning the NLM, ranging from a better understanding of the algorithm to the proposition of brand new algorithms.

Variational frameworks for nonlocal image processing have been proposed in [19, 15, 16], in connection with total variation–based denoising. Let us also mention the work of Brox and Cremers [5] and Azzabou et al. [3] based on similar variational considerations. In addition, let us mention the combination of total variation filtering techniques and NLM proposed in [21] which reduces the visual artifacts of NLM, as in the present paper.

Generally, variational problems are solved using iterative methods. Since nonlocal filters require a lot of calculations, reducing their computation time is a crucial matter, not only for iterative denoising methods but also for real-time denoising, and several authors have proposed fast implementations of the NLM, including [10, 6].

Another point of view consists of studying images and the NLM filter in the patch space: in [32] and [36], the NLM filter is interpreted as one step of a heat equation in the patch space, and the connection with classical diffusion-based denoising algorithms is established. The analysis of the nonlocal heat equation is carried further in [23, 29], where a whole point of view on spectral analysis on manifolds is developed. In [24], Peyré shows that for several models of signals (e.g., smooth or cartoon), images lie on a manifold in the patch space, and he deduces restoration algorithms in that framework.

One may adopt a more statistical framework: in [17], the NLM is extended to deal with colored noise, and the choice of the weight function is discussed. In [2], the authors propose an adaptive denoising algorithm based on marginal posterior modes estimation, whereas
Deledalle, Denis, and Tupin [11] introduce an iterative algorithm based on maximum likelihood estimation which allows one to deal with noises other than Gaussian, e.g., multiplicative speckle noise. Moreover, a new light is shed on the classical NLM by Salmon and Le Pennec [27], who interpret it as the aggregation of estimators in a PAC-Bayesian approach. Also, statistical approaches have been proposed to select the parameters: in [13], a local selection of the parameter $h$ is performed using the $C_p$ statistic introduced by Mallows, and in [37] SURE is used to select a global optimal parameter.

In terms of performance, some of the best denoising results are obtained, to the best of our knowledge, by three different approaches that rely on nonlocality and patch-denoising: the BM3D algorithm, which is built on classical signal processing tools, proposed by [9], the one in [22] which is based on learning dictionaries of patches, and the one in [40] relying on principal component analysis (PCA).

2. Nonlocal means properties with basic examples. The aim of this section is to recap several qualitative properties of the NLM that are known in the literature. We consider toy examples that highlight the following properties:
1. The search window has an impact on the visual quality of the result.
2. A large patch size tends to blur objects.
3. Even periodic images are altered.
4. There is a loss of contrast depending on the occurrence of each pattern.
5. A weight with compact support instead of an exponential allows one to reduce the bias.
6. The less contrasted the details, the more they are degraded, and this relation is highly nonlinear.

The reader who is familiar with these properties may skip this section.

2.1. Isolated detail. Assume we want to denoise an isolated pattern modeled by a single crenel of size $\frac{T}{4}$ and intensity $\alpha$. If the signal has length $N \gg T$, under assumptions described in the appendix, we have, inside the crenel,

$$NLu(x) = \alpha \frac{1 - e^{-r} - 2e^{-\frac{r}{2}((\frac{T}{2} + 1)\cosh rx}}{(1 - e^{-r}) \left(2 \sum_{j=0}^{\frac{T}{4}} e^{-rj} - 1 + (N - T - 1)e^{-r\frac{T}{4}} \right)},$$

where $r = 2\frac{\alpha^2}{N}\frac{2}{r^2}$ and $x \in [-\frac{T}{4} + \frac{1}{2}, \frac{T}{4} - \frac{1}{2}]$ refers to the pixel position ($x = 0$ corresponds to the center of the crenel). The corresponding curve is a catenary that is farther from the crenel as $r$ decreases (see Figure 1). The result when denoising an object depends on the size of the whole image: in the case of an infinite signal (or image) ($N \to +\infty$) we see that $NLu(x) = 0$ for all $x!$ The phenomenon also appears when denoising lines in an image (see Figure 2), but this time the output is $O(\frac{1}{\sqrt{N}})$ instead of $O(\frac{1}{N})$ (where $N$ is the number of pixels).

In practice, one usually restricts the set of patches to a search window around $x$, so that this dependence on $N$ is changed into a dependence on $W$ (hence point 1). The dependence on $W$ was noted in [18, 13], and we believe this example strengthens their argument. The idea is that, when denoising a small detail, pixels are averaged with any other pixels. Because of the exponential function, the weights assigned to the wrong patches are small, but they are nonzero. If these patches are overwhelming, they will have a strong influence.
Two remedies have been proposed: use a small search window $W$ or replace the exponential weights with functions with compact support (i.e., that vanish for $\|U(x) - U(y)\|^2/(2h^2)$ large enough) so that $e^{-rT^2}$ in (2.1) is replaced with zero (see, for instance, [17, 21, 26]). The connection between these methods is discussed in section 3.3. Let us also mention [18], where the bias is locally controlled by choosing $W$ at each pixel.

Incidentally, notice that the larger the patch size, the larger the impact of $W$ on the blurring of the detail (cf. point 2 and Figure 1).

2.2. Periodic crenel. The reader who is not familiar with the NLM filter might think that it is able to restore any periodic signal arbitrarily well. However, it can be shown that the only functions that are invariant by NLM are constant (a direct proof is given in [15]), so that even periodic signals must be altered. As a variation of the previous example, let us consider a quickly oscillating texture which can be modeled by a periodic crenel with period $T \ll s$ and intensity $\alpha$. Under assumptions given in the appendix, the output of the filter is
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Figure 3. Left: effect of NLM on a periodic crenel; the result is a piecewise catenary (see (2.2)). The period of the crenel is \( T = 14 \), its intensity is \( \alpha = 64 \), the patch size is \( s = 21 \), \( h = 20 \). Right: effect of NLM on a step signal. The size of the signal is \( N = 1000 \), 750 coefficients are zero, the other 250 have intensity \( \alpha = 32 \). The parameters are \( s = 21 \), \( h = 10 \) (dashed line), and \( h = 20 \) (dash-dot line). The length of the transition area is equal to the patch size. The bias at each pixel becomes more important as \( h \) increases and the pixel value becomes rare (see (2.3)).

the following (see Figure 3):

\[
NLu(x) = \frac{\alpha}{(1 - e^{-r})^2} \left( 1 - e^{-r} - 2e^{-\frac{1}{2}(\frac{T}{2} + 1)r} \cosh rx \right),
\]

where \( r = \frac{\alpha^2}{Th^2} \). This shows that even periodic signals may suffer from bias (point 3).

2.3. Step edge. As a last toy example, let us consider two regions (one with \( \theta N \) black pixels, the other with \( (1 - \theta)N \) pixels with intensity \( \alpha \), and \( \theta \in (0,1) \)) delimited by a step edge. Taking the limit \( N \to +\infty \), one may compute the output of the filter (see Figure 3):

\[
NLu(x) = \frac{\alpha(1 - \theta)}{(1 - \theta) + \theta e^{-2b(x) - s} e^{-r},}
\]

where \( b(x) \) is the number of black pixels in the patch centered at \( x \) (e.g., \( b(x) = s \) if the patch of center \( x \) lies completely inside the black region). Observe that the gray levels of the two regions are shifted differently, depending on their number of pixels (point 4). Eventually, the transition width between the two regions is proportional to the patch size.

The previous three examples also show the nonlinear behavior of the filter with respect to the contrast (point 6). Two regions with the same geometry but different contrast are handled differently by the filter (notably for the rare patch effect exhibited in section 4.3).

3. Bias-variance trade-off in the patch space. Let us recall that our approach consists of setting the NLM parameters by considering the bias-variance trade-off. Whereas the previous section shed light on the bias of the estimator on toy models, we now focus on the bias-variance trade-off and carry out our study in the patch space.

3.1. Regularity and the patch space. The ease with which one may solve the bias-variance trade-off depends on the regularity of the image, which can be read in the patch space. Several authors \([32, 23, 24, 35, 36, 29]\) interpret the behavior of the algorithm as a
diffusion on a manifold in the patch space (and, indeed, there is strong evidence that the patches of an image lie on a manifold). The patch application\textsuperscript{3}

\begin{equation}
U : \Omega \rightarrow \mathcal{P} \subset \mathbb{R}^2,
\end{equation}

which maps every pixel $x$ of the domain to the patch of center $x$ in the patch space $\mathcal{P}$, gives a parametrization of a surface in the patch space (provided $u$ is smooth enough).

However, the geometry of such surfaces is complicated as there are many self-intersections. For instance, a closed surface may represent either a single pattern or a periodic one, while this difference is crucial for the NLM. Thus, inasmuch as we are interested in the bias-variance trade-off in the patch space, we focus on the mass distribution of the patch set rather than on its geometry, in a more elementary framework.

A measure in the patch space may be defined by pushing forward the Lebesgue measure of the spatial domain:

\[
\forall A \in \mathcal{B}(\mathbb{R}^2), \ m(A) = \mathcal{L}^2(U^{-1}(A)).
\]

If the search window is the whole image, the weights $w(x, y) = \frac{1}{C(x)} e^{-\frac{|U(y) - U(x)|^2}{2h^2}}$ (where $C(x)$ is the normalizing factor) depend only on the patch value $U(x)$ and not on the pixel position $x$ itself. Therefore we can denote them by $W(U(x), U(y)) = \frac{1}{c(U(x))} e^{-\frac{|U(y) - U(x)|^2}{h^2}}$ and we may write

\begin{equation}
NLu(x) = \int_{\Omega} u(y)w(x, y)dy = \int_{\mathcal{P}} c(P)W(U(x), P)dm(P),
\end{equation}

where $c$ is the application that maps a patch to the value of its central pixel (i.e., $c(U(x)) = u(x)$).

Because of the normalization of the weights, the measure $W(U(x), P)dm(P)$ has total mass 1. The “bias” of the filter can therefore be expressed as

\begin{equation}
NLu(x) - u(x) = \int_{\mathcal{P}} (c(P) - c(U(x))) W(U(x), P)dm(P).
\end{equation}

For instance, if an image has a measure $m$ locally widely spread along the central pixel axis, it will be considerably modified by the NLM filter.

The patch regularity assumption may be reformulated by asking that the measure $m$ make the above integral small.

\textbf{Lipschitz regularity.} A natural assumption to control the bias in (3.3) is to assume a Lipschitz regularity of the center: the support of $W(U(x), \cdot)dm$ is contained in the set $\{P \in \mathcal{P}, |c(P) - u(x)| \leq k\|\hat{P} - U(x)\|\}$, where $\hat{P} \in \mathbb{R}^{2-1}$ denotes the patch omitting its central pixel (i.e., $P = (c(P), \hat{P})$) and $k > 0$ is a constant. This provides the upper bound:

\[
|NLu(x) - u(x)| \leq \frac{k}{\sqrt{1 + k^2}} \int_{\mathcal{P}} \|P - U(x)\|W(U(x), P)dm(P).
\]

\textsuperscript{3}In this paragraph, we may assume that images are defined on a continuous domain. Otherwise, the Lebesgue measure may be replaced with the counting measure.
However, this bound may be arbitrarily close to 255 (or any positive constant): consider the mass defined by the crenel signal of section 2.1, or the following one: $m = \frac{1}{\delta} \delta_{U(x)} + (1 - \frac{1}{\delta}) \delta_{(0,0,\ldots,0)}$, where $U(x) = (255, 255, \ldots, 255)$. Again, since the exponential weights never cancel, the effect of overwhelming patches is out of control. On the contrary, if one uses kernels $\varphi$ with compact support as proposed in [17] (e.g., $\varphi(x) = 0$ for $x \geq 1$), the bias is bounded by $\sqrt{\frac{2k}{1+k}} h$.

Similarity diagram. A visual way to examine the regularity at a point is to plot the patch set as the couples $(\|P - \hat{U}(x)\|, c(P) - u(x))$. This representation is inspired from the one in [29] where, in dimension 1, patches of size 2 are represented as couples $(u(y), u(y+1))$ for all $y$. It allows us to see if the estimation of each pixel will be very biased, and it contains the exact information that NLM needs to compute $N L u(x)$. Such similarity diagrams are shown in Figure 4 in the case of a natural image and in the case of the examples of sections 2.2 and 2.3. This shows that the regularity constant $k$ varies in the image and is especially high near edges.
3.2. Bias-variance trade-off. The bias-variance considerations of section 1 may be translated to the patch space. Let \( R_1 := \mathbb{E}[NLu(x) - NLu(x)]^2 \) and \( R_2 := \mathbb{E}[NLu(x) - u(x)]^2 \). Since

\[
(3.4) \quad R_1 = \mathbb{E} \left( \sum_y n(y) w(x, y) \right)^2 = \sigma^2 \sum_y (w(x, y))^2 = \sigma^2 \int_P (W(U(x), P))^2 \, dm(P),
\]

the risk is given by

\[
(3.5) \quad R_1 + R_2 = \sigma^2 \int_P (W(U(x), P))^2 \, dm(P) + \left( \int_P (c(P) - c(U(x)))W(U(x), P) \, dm(P) \right)^2.
\]

By the Cauchy–Schwarz inequality, the first term is minimal when the weights are uniform (i.e., \( h \rightarrow +\infty \)). On the contrary, if the image is patch regular, the second term is small for small values of \( h \) (since patches with a different central pixel are allowed, but they should be very far in the patch space; see Figure 4). This formula shows that the best choice for \( h \) is a trade-off between reducing the variance by taking a large number of pixels in the average, and not averaging pixels that belong to very different patches.

The interpretation of this quantity is even clearer when the kernel is not Gaussian but is given by an indicator function \( w(x, y) = \frac{1}{C(x)} \mathbf{1}_{\|U(x) - U(y)\|^2 \leq h^2} \), where \( C(x) \) is an appropriate normalization factor. In the patch space, the weights can be written as \( W(P, Q) = \frac{1_{B_h(P) \cap B_h(Q)}}{m(B_h(P))} \), where \( B_h(P) \) denotes a ball with radius \( h \) and center \( P \), and \( m(B_h(P)) \) denotes its \( m \)-measure, i.e., the number of patches within distance \( h \) of \( P \). Then, similar computations show that

\[
(3.6) \quad R_1 + R_2 = \frac{\sigma^2}{m(B_h(U(x)))} + \left( \frac{1}{m(B_h(U(x)))} \int_{B_{h'}(U(x))} (c(P) - c(U(x))) \, dm(P) \right)^2,
\]

where \( h' = \sqrt{h^2 - 2\sigma^2} \) corresponds to a threshold on the noise-free image. The more regular the image is (e.g., the smaller the Lipschitz constant \( k \) is), the lower the minimum value of \( R_1 + R_2 \) is. Figure 4 shows the trade-off for different pixels. In the middle row, a threshold \( h' = 7 \) allows us to reduce the variance without introducing bias. However, the variance will decrease more for the majority pixels than for the minority ones. In the bottom row of Figure 4, it is immediately necessary to introduce bias near edges in order to reduce the variance, contrary to the center of stripes.

3.3. Bias-variance and the size of the search window. We have seen in sections 2.1 and 3.1 that the bias term depends on the size of the search window. Using a small search window is the common practice and the reason invoked is that, besides the speed-up, the result is visually better. However, on theoretical grounds, restricting the search of patches to a window for computational reasons is very different from doing this because we know that it will produce better results: the second approach contradicts the “nonlocal philosophy” introduced in [7]. If a similar object appears at the other side of the image, there is no reason not to use it to denoise a pattern. On the other hand, we have seen that kernels with compact support allow us to control the bias. The following experiment determines to what extent this is true.
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Figure 5. Left: evolution of the PSNR as the size of the search window increases, for different values of the threshold $T$, on the boat image. Using a good threshold (e.g., $T = 20$) for the weights makes the algorithm more robust to changes in the search window. The parameters are $h = 10$, $s = 7$, $\sigma = 10$. Right: the different kinds of irrelevant pixels in a similarity diagram.

To this end, we need to distinguish two different kinds of pixels that may introduce bias when denoising a pixel $x$ (see Figure 5). First, there are pixels that belong to patches that are similar but have very different central values ($\|\hat{U}(x) - \hat{U}(y)\|$ is small, but $|u(x) - u(y)|$ is large): these patches are the cause of nonpatch regularity. We have seen that such pixels arise, for instance, at edges. Second, there are pixels that belong to very different patches (both $\|\hat{U}(x) - \hat{U}(y)\|$ and $|u(x) - u(y)|$ are large). These pixels have a small weight, but, as in section 2.1, it is nonzero. Contrary to pixels of the first type, we can get rid of them by using a truncated kernel.

We run the NLM filter on several images degraded by a noise with $\sigma = 10$ and look at the evolution of the PSNR when the size of the search window increases. However, we truncate the weights in the following way:

$$w(x,y) = \begin{cases} \frac{1}{C(x)} e^{-\|\hat{U}(x) - \hat{U}(y)\|^2/2h^2} & \text{if } \|\hat{U}(x) - \hat{U}(y)\| \leq T, \\ 0 & \text{otherwise,} \end{cases}$$

(3.7)

where $C(x)$ is a normalizing factor and the parameter $h$ is set to 10. Since the patch distance is normalized, for a threshold value $T = 255$, the algorithm is equivalent to the usual NLM filter. Typical curves for several values of $T$ are shown in Figure 5. The PSNR first increases with $W$, since the variance decreases and the bias introduced on small neighborhoods is very low. When $W$ gets large enough, many (but not all) pixels in the search window are not pertinent in denoising $x$, and the bias increases greatly: the PSNR drops.

The interesting point in this experiment is that when imposing a small threshold value $T$, the filter is almost insensitive to the increase of the search window. This shows that the pixels of the first kind are not prominent when the search window increases, and therefore the loss of PSNR without thresholding is due to the bias induced by pixels of the second kind.

As a consequence, images are mostly patch regular, and truncated weights make the algorithm more robust to the choice of the search window. In [17], the authors propose using kernels with compact support and show that this allows one to preserve textures better (which can also be understood in light of section 2.1). Let us stress the fact that it also makes the algorithm more robust to the choice of the search window.

Remark 3.1. It is shown in [34] that projecting the patches on their principal components
before computing the distances reduces the decay of the PSNR when \( W \) increases. Since the main advantage of this modified \( \ell^2 \) distance is its improved robustness to noise, this suggests that some of the error committed when increasing \( W \) is due to the uncertainty on the distances (for large \( \sigma \)). However, the PCA does not solve the problem of nonzero weights (as in section 2.1), and we have performed several experiments highlighting the same bias problem for large \( W \) when using PCA.

3.4. Bias-variance and the patch size. In the literature (see [34, 37, 22]), the best results with strong noise are obtained with large patches. As noted in [29], using a large patch allows a more robust discrimination between areas that are not actually similar, which is interesting in the presence of noise. Let us illustrate this in an experiment displayed in Figure 6. We consider an image with mainly two kinds of patches, say two regions (with intensities \( \alpha \) and 0), and a noise with standard deviation \( \sigma \) such that the two noisy regions are hard to distinguish. This time we compute the similarity diagram on the noisy image: the two regions cannot be distinguished with a 3 \( \times \) 3 patch, but with size 15 \( \times \) 15, two different clouds clearly appear.

The shapes of the similarity diagrams are explained by the Bienaymé–Chebyshev inequality. Indeed, let \( P \) (resp., \( Q \)) be a perfect gray (resp., black) patch and \( \tilde{U}(x) \) be a noisy patch completely included in the gray region. Then

\[
\forall \epsilon > 0, \quad \mathbb{P}\left( \|\tilde{U}(x) - P\|^2 - \sigma^2 \right) > \epsilon \right) \leq \frac{2\sigma^4}{s^2\epsilon^2},
\]

so that for a large patch size \( s^2 \), most patches of the gray (resp., black) regions lie near the sphere of radius \( \sigma \) and center \( P \) (resp., \( Q \)).

Since the two clusters are separated with a large patch size, a good threshold value \( h \) allows us to average the pixels of the first cluster only. This does not introduce bias if the first cluster actually corresponds to the pixels of the gray region, i.e., \( \|\tilde{U}(x) - P\|^2 \leq \|\tilde{U}(x) - Q\|^2 \).

But if \( n_i \sim \mathcal{N}(0, 1) \) i.i.d. for \( i \in \{1, \ldots, s^2\} \),

\[
\mathbb{P}\left( \|\tilde{U}(x) - Q\|^2 < \|\tilde{U}(x) - P\|^2 \right) = \mathbb{P}\left( \frac{1}{s^2} \sum_{i=1}^{s^2} (\alpha - \sigma n_i)^2 < \frac{1}{s^2} \sum_{i=1}^{s^2} (\sigma n_i)^2 \right) = \mathbb{P}\left( \frac{\alpha s}{2\sigma} < \frac{1}{s} \sum_{i=1}^{s^2} n_i \right) = \int_{\frac{\alpha s}{2\sigma}}^{+\infty} e^{-t^2/2} \frac{dt}{\sqrt{2\pi}},
\]

so that when \( s \) is large, most patches are averaged with the correct cluster.

The same holds for natural images: large patches are needed for their robustness to noise. An example is shown in Figure 7, where a small patch size induces a mottling effect. However, large patches make the algorithm more exposed to both bias and variance. First, as in section 2.1, using a large patch size reduces the importance of little contrasted small details, so that they are more blurred. Second, if the image has textures with highly contrasted transitions or curved and contrasted edges, using a too large patch will prevent the algorithm from finding redundancies and the variance will stay large (see Figure 8). A way to overcome both issues is to select the smoothing parameter \( h \) accordingly: when choosing the useful...
patches, be more selective in the first case and more tolerant in the second one. These two contradictory behaviors impose a local choice of $h$.

The patch size ideally should also be chosen depending on the local scale of the signal/image, but a locally defined $h$ should make this choice less critical. In the next section we propose setting both the smoothing parameter and the patch size automatically.

4. Making the nonlocal means spatially adaptive. In this section, we propose locally selecting the parameters by solving the bias-variance trade-off. As the above discussion advocates for kernels with compact support (see also [17]), we consider general filters of the form

$$NLu(x) = \frac{\sum_{y \in \Omega} \varphi \left( \frac{\|U(x) - U(y)\|^2}{2h^2} \right) u(y)}{\sum_{y' \in \Omega} \varphi \left( \frac{\|U(x) - U(y')\|^2}{2h^2} \right)},$$

(4.1)

with $\varphi$ nonnegative and nondecreasing. With a kernel with compact support, the filter is more robust to the choice of $W$ than it is with a global kernel, so that in the following, we fix $W$ in advance and then we choose $h$ locally. This approach is dual to that proposed by Kervrann and Boulanger [18], who fix $h$ and then control the bias and variance of the filter by choosing the size of the search window.
4.1. Oracle estimation. To show that the behavior of the SURE-based method of section 4.2 is an approximation of the optimal behavior, we first build an oracle which has access to the real local squared error. Although this algorithm is not usable in practice, it gives an idea of which parameters should be used in each region and what can be expected in terms of visual quality.

For the oracle estimation only, we have used the indicator kernel \( \varphi(x) = 1_{[0,1/2]}(x) \). This kernel has compact support, and it does not suffer from the overestimation of the self-weights \( w(x,x) \) pointed out in [26]. Let us recall that for \( y \neq x \), the distance between noisy patches \( \| \hat{U}(x) - \hat{U}(y) \|^2 \approx \| U(x) - U(y) \|^2 + 2\sigma^2 \) is increased by the noise level, whereas the self-distance \( \| \hat{U}(x) - \hat{U}(x) \|^2 \) is always zero. Therefore, with Gaussian weights, the weight \( w(x,x) = \frac{1}{C(x)} e^{-\frac{\delta^2}{h^2}} \), where \( \delta^2 = \min_{y \neq x} \| \hat{U}(x) - \hat{U}(y) \|^2 \), or replace it with \( \frac{1}{C(x)} e^{-\frac{\sigma^2}{h^2}} \) (see [26]). On the contrary, the indicator weights do not behave this way, and we need not give a special value to \( w(x,x) \).

With this kernel, minimizing the bound (3.6) over the radius \( h' \) amounts to finding the
Figure 9. Map of parameters prescribed by the oracle. The original images are degraded with $\sigma = 10$; the patch size is $s = 7$. From top to bottom: original images (without noise), map of the number of pixels in the mean, map of the corresponding $h$ parameter. In the second row, the white regions represent a number of pixels $n_x \approx 3000$. In the third row, first image, the parameter $h$ is approximately equal to 14 on the lake, while it ranges from 15–20 in the forest, and from 40–75 along the edges of the mountains and the lake. On the rocks it is around 30. Although the denoising of edges should be performed with very few pixels, the corresponding parameter $h$ should be very large.

optimal number of pixels $n_x := m(B_{h'}(U(x)))$ when denoising $x$. To build our oracle estimate, we compute the risk on the noise-free image $u$ for each integer, and we keep the minimizing value $n_x$. Then we can estimate $u(x)$ from $\hat{u}$ by averaging the centers of the $n_x$ patches $\hat{U}(y)$ that are nearest to $\hat{U}(x)$ in Euclidean distance. In a nutshell, we use the oracle to define a map $n_x$ and then compute the nonlocal filter on the noisy image $\hat{u}$, keeping only the best $n_x$ patches. Notice that this procedure is roughly equivalent to one iteration of [5] with the difference that the number of pixels is chosen locally, by an oracle.

Figure 9 shows the number of pixels $n_x$ recommended by the oracle and the associated smoothing parameter $h_x$ (that is, we display the norm $\|U(x) - U(y)\|$, where $y$ is the last pixel taken into account). As expected, in very smooth regions the oracle selects as many pixels as possible, whereas in regions where the image is not patch regular (i.e., near edges) the oracle recommends using very few pixels. The case of textures falls in between. More surprising is the map of the corresponding $h_x$: the values prescribed near edges are much higher than in
smooth regions or textured regions. In fact, even though the oracle prescribes very few pixels to reduce the variance term, one has to go very far in the patch space to gather enough pixels. This is illustrated in Figure 10 (notice that here these similarity diagrams are computed on the noisy image). Therefore, one should use much higher values of $h$ near edges. Let us stress that this problem is not related to the overestimation of the self-weight mentioned above, since the indicator kernel does not suffer from this drawback.

Figure 11 shows the PSNR as a function of the size of the search window (cf. Figure 5). This time, the global trend of the PSNR is nondecreasing with the size of the search window. The conclusion is that there is no harm in computing fully nonlocal means, provided that we carefully choose the pixels in the means, but there is also little gain in doing so unless the image has large smooth areas (like the mountain image). In general, the PSNR tends to stabilize for a side-length $W$ greater than 25. Slight oscillations of the PSNR are due to the following balance: when increasing the search window, one adds to the mean several relevant pixels that help reduce the variance, but also a few pixels of the first kind (see section 3.3) which perturb the estimation of $u(x)$. However, they are very few, so that overall the PSNR is stabilized.

4.2. SURE. In this section, we show that one can approximate the behavior of the oracle by locally minimizing Stein’s unbiased risk estimate. This is a way to handle the bias-variance

---

4Phrased this way, this statement appears to be a tautology, but one should remember that the expression (4.1) imposes a structure on the choice of the pixels, and it would not be true if pixels of the first kind (see section 3.3) were overwhelming in natural images.
dilemma of section 3 without making the assumption that the weights are deterministic. The use of SURE to select the parameters is well known in the wavelet community [12, 41, 8, 4], but on the whole it is less widespread in the image processing community [30]: it is usually difficult to compute the necessary analytic expression of SURE. Recently, however, it was shown in [25] that one could replace this computation with a stochastic estimation. In the recent work [37] (which we discovered after deriving the results of section 4.2.1), Van De Ville and Kocher have shown that these computations are tractable in the case of the classical NLM. In this paper we extend this computation to compactly supported weights, and we use it to perform a local choice of the parameter \( h \). Algorithmic issues are also discussed.

4.2.1. Estimation of the risk. Let us first recall the result by Stein (see [31]).

Proposition 4.1 (Stein). Let \( x \in \mathbb{R}, Z \sim \mathcal{N}(0, \sigma^2) \), and \( Y = x + Z \). If \( \gamma : \mathbb{R} \to \mathbb{R} \) is absolutely continuous, and

(i) \( \lim_{|z| \to \infty} \gamma(x + z) e^{-\frac{z^2}{2\sigma^2}} = 0 \),

(ii) \( E[\gamma(x + Z)]^2 < +\infty \) and \( E|\gamma'(x + Z)| < +\infty \),

then the risk of the estimator \( \gamma(Y) \) of \( x \) is given by

\[
E[\gamma(Y) - x]^2 = E \left[-\sigma^2 + 2 \sigma^2 \gamma' (Y) + (\gamma(Y) - Y)^2 \right].
\] (4.2)

The proof relies on an integration by parts. Let \( \tilde{u} \) be the noisy image, \( NL\tilde{u} \) the result of NLM applied to the noisy image using the noisy weights, and \( z \) the noise at pixel \( x \) (i.e., \( \tilde{u}(x) = u(x) + z \)). Then

\[
J(x) := -\sigma^2 + 2 \sigma^2 \left( \frac{d}{dz} NL\tilde{u}(x) \right) + (NL\tilde{u}(x) - \tilde{u}(x))^2
\] (4.3)

is an unbiased estimator of the risk at pixel \( x \), and in [37], an analytic expression of \( J \) is given in the case of the Gaussian weights. The authors show that this estimator yields a very robust estimation of the global mean square error.
In the general case of a kernel $\varphi$ with compact support, the middle term is rewritten as

\begin{equation}
\frac{d}{dz} \left( \sum_y \tilde{u}(y) \frac{\varphi_y}{C} \right) = \frac{\varphi(0)}{C} + \frac{1}{C} \sum_y \tilde{u}(y) \frac{\partial \varphi_y}{\partial z} - \frac{1}{C^2} \left( \sum_y \tilde{u}(y) \varphi_y \right) \left( \sum_w \frac{\partial \varphi_w}{\partial z} \right),
\end{equation}

where

\[ \varphi_y := \varphi \left( \frac{||\tilde{U}(x) - \tilde{U}(y)||^2}{2h^2} \right), \quad C := C(x) = \sum_y \varphi_y, \]

and the derivative of $\varphi_y$ is given by

\[ \frac{\partial \varphi_y}{\partial z} = \frac{1}{h^2} \tilde{u}(x) - \tilde{u}(y) - \left( \tilde{u}(x + i_0) - \tilde{u}(x) \right) \varphi_y, \]

if $\exists i_0 \in P, x = y + i_0$.

The last two terms appear only when $y$ belongs to the patch centered at $x$ (i.e., $|x-y|_\infty \leq \frac{\sqrt{d}+1}{2}$).

As with the Gaussian weights, this procedure yields a very reliable estimation of the (global) mean square error when it is summed over all pixels $x$ in the image. Note that it is necessary to compute the NLM for each parameter to estimate the corresponding risk, and that (4.4) adapts straightforwardly to the trick of replacing $\varphi(0)$ with $\exp(-\frac{\sigma^2}{h_2})$ in the self-weight.

### 4.2.2. Local approach.

In order to select local parameters, we use the estimation (4.3) to minimize the risk depending on the local content of the image (textured areas, smooth regions, etc.). Since the pointwise estimation of the risk is not robust, we need to locally average the estimations. The underlying assumption is that the risk is roughly homogeneous within each region (smooth/textured). One should find the right balance between having enough samples to estimate the risk and keeping a local estimation.

Considering a set of values $\{h_1, h_2, \ldots, h_n\}$ for the smoothing parameter, we compute for each value the output of the filter ($NL_{h_i}(\tilde{u}) = 1, \ldots, n$ and the associated risk map $(J_{h_i})_{i=1, \ldots, n}$. We convolve each risk map $J_{h_i}$ with a disk indicator or a Gaussian with small radius to have a more robust estimation of the local risk. Then we choose for each pixel $x$ the value $h_i(x)$ that minimizes the convolved risk at pixel $x$, $J_{h_i}(x)$, and we retain the corresponding estimation $NL_{h_i}(\tilde{u})(x)$.

**Implementation.** The procedure we propose, called LBMRE (local bandwidth minimizer of the risk estimate), is described in Figure 12. It is necessary to compute many NLM filters, but this procedure is simpler than several methods proposed in the literature inasmuch as it is not iterative. The expensive computations of the patch distances need be performed only once (since all the filters work with the same input image), and as the other computations are independent, they can be parallelized. As an indication, our code takes 26 s to execute lines 1 to 15 (the rest is negligible) on a 256 × 384 image using a search window $W$ of 23 × 23 and 64 values of $h$, on an Intel Core2 Duo 2.5GHz and 4Gb RAM. In addition, the speed can still be improved, since our C code (which uses SSE instructions to vectorize the computations) uses only one of the two cores. Additional tricks could be added, such as taking advantage of the fact that, for each pixel, if a weight is zero for some value $h_1$, it is necessarily zero for all $h_2 \leq h_1$. Moreover, several approaches proposed in the literature (such as the use of integral...
Nonlocal means with local \( h \) (LBMRE)

for all pixel \( x \) do
  for all translation \( k \in \mathbb{Z}^d \), \( |k|_{\infty} \leq \frac{W-1}{2} \) do
    dist \( \leftarrow \sqrt{\|U(x) - U(x+k)\|^2} \)
    for \( i = 1 \) to \( n \) do
      \((\sum u\varphi)_i \leftarrow (\sum u\varphi)_i + u(x+k)\varphi(\frac{\text{dist}}{h_i^2})\),
      \((\sum \varphi)_i \leftarrow (\sum \varphi)_i + \varphi(\frac{\text{dist}}{h_i^2})\),
      \((\sum u\varphi')_i \leftarrow (\sum u\varphi')_i + u(x+k)\varphi'(\frac{\text{dist}}{h_i^2})\),
      \((\sum \varphi')_i \leftarrow (\sum \varphi')_i + \varphi'(\frac{\text{dist}}{h_i^2})\)
    end for
  end for
  for \( i = 1 \) to \( n \) do
    \( NL_iu(x) \leftarrow (\sum u\varphi)_i / (\sum \varphi)_i\),
    \( J_i(x) \leftarrow \cdots \) (4.3)
  end for
  for \( i = 1 \) to \( n \) do
    \( J_i \leftarrow J_i * G_r \)
  end for
for all pixel \( x \) do
  \( \text{LBMRE}(x) \leftarrow NL_{i(x)}u(x) \), where \( i(x) = \arg \min_i J_i(x) \)
end for

Figure 12. LBMRE algorithm.

images to compute the patch distances in [10], or the cluster tree in [6] to accelerate the NLM) could be adapted.

4.3. Experimental results. In this section, we illustrate the differences between the NLM filter with optimal global parameter (i.e., using the value of \( h \) that minimizes the true MSE) and the NLM with local parameter estimated using SURE (LBMRE). The indicator oracle (section 4.1) is also shown. The NLM filters\(^5\) used with SURE are given by the polynomial kernel: \( \varphi(x) = 1_{[0,1]}(x)(1 - (10x^5 - 24x^5 + 15x^4)) \). Observe that this kernel is smooth enough to apply Proposition 4.1. In the following, the local and global versions share the same values for the parameters that are not locally selected and, unless otherwise stated, the size of the search window is set to \( 29 \times 29 \) and the patch size is \( 7 \times 7 \). Notice that the use of compactly supported weights already gives a better result than the original Gaussian ones, as explained in [17]. When the noise level is \( \sigma = 10 \), we take \( \{h_1, h_2, \ldots, h_n\} = \{3, 3.5, \ldots, 34.5\} \) (see the previous paragraph) and scale these values proportionally when \( \sigma \) varies.

\(^5\)We do not replace the self-weight \( w(x,x) \) by the maximum of the weights \( w(x,y) \). This would slightly reduce the rare patch effect described here, but it would not solve it because this effect is due to the configuration of the patch cloud (see Figure 10) and even the indicator weights suffer from it. This trick would also favor the loss of details. Moreover, its relevance is questioned in [26].
Original and noisy images are displayed in Figure 13. In Figure 14, it is shown that the local selection of \( h \) enables one to get rid of the rare patch effect, responsible for noisy halos around edges. The advantage of using the local approach is further illustrated in Figure 15, where one observes in particular that the macrotexture made of the tiger stripes is better preserved using a local selection of \( h \). Both the PSNR and the structural similarity (SSIM) are improved in these experiments, as illustrated in Table 1 for \( \sigma = 10 \) and Table 2 for \( \sigma = 20 \). In these tables the proposed method is denoted as LBMRE with polynomial weights. The case of Gaussian weights is also shown, and the local bandwidth with exponentially weighted aggregation (LBEWA) is an alternative method presented in the conclusion.

Next, we display in Figure 16 the maps of prescribed values for \( h \), first using the (ideal) oracle, then using the approach described in section 4.2.2. Of course, the values prescribed by the oracle are spatially more accurate than those using LBMRE. The corresponding denoising result is also better. It is therefore tempting to try to improve the estimation of \( h \). We performed various attempts in this direction, for example, using some nonlocal regularization of the risk map, relying on weights computed on the noisy image. This did not improve the PSNR but, instead, yielded some visible artifacts, and we did not further pursue this direction. Observe also that some abnormally high \( h \) values are present on the map obtained from local
SURE. They may be explained by very flat risk curves in these areas, as illustrated in the same figure, and therefore do not significantly impair the denoising process.

In the experiments of Figures 17 and 18, it is shown that the optimal local value of $h$ near an edge strongly depends on its contrast. As a consequence there is no way to globally set $h$ to efficiently denoise edges.

The experiment of Figure 19 shows that the LBMRE approach permits the reduction of noise halos and artifacts that appear when the patch size $s$ is increased. Figure 20 displays an example where the local approach yields a better preservation of fine details. Finally, it is illustrated in Figures 21 and 22 that this ability to increase the value of $s$ enables one to avoid the *mottling effect* (local intensity fluctuation due to a nonrobustness of small patch sizes) without washing out textures.

Eventually, we can also locally adapt the patch size using the local SURE. Figures 21 and 22 recap the trade-off one has to face when choosing the global patch size: a too small patch size yields a mottling effect, but it allows one to preserve details, whereas a large patch size produces smoother images except in regions where it brings the rare patch effect. Choosing $h$ locally already makes this choice easier by allowing one to preserve details with large patch sizes. Therefore, the gain in letting $s$ vary locally is visually small, although in our experiments it always provides a slightly higher PSNR.
### 4.4. Conclusion

We have proposed a bias-variance study of the NLM which shows the interest of using local parameters. Our LBMRE method automatically chooses the smoothing parameter $h$ and the patch size $s^2$. Choosing the patch size $s^2$ locally provides hardly any visual improvement over a global (well-chosen) patch size: we suggest selecting a global patch size large enough to avoid the mottling effect ($5 \times 5$ or $7 \times 7$) and a local parameter $h$.


**Figure 16.** Map of the prescribed value of $h$ using the oracle (left) and the filtered SURE (middle). The middle map is rough, but it shows the same general behavior as the left one. In some areas, the chosen $h$ is very high since the filtered SURE is flat when $h$ varies (right). It has no visual consequence.

**Figure 17.** Penguin image. From left to right: NLM with global parameter optimized for PSNR, NLM with local $h$ (LBMRE), zoom of the same results.

**Figure 18.** Experiment with $\sigma = 20$. Left: NLM filter ($h = 30$ optimized for the PSNR). The global optimal parameter is too high for the least contrasted edges, so that, as in (2.3), they are blurred. Middle left: NLM with local $h$ (LBMRE). Along the least contrasted edge, the chosen value of $h$ is about 24. If we set the global parameter to 24 (middle right), these edges become sharp, but the more contrasted edges become noisy. Right: map of $h$ prescribed by the indicator oracle. The more contrasted the edge, the higher $h$ should be.

The main improvement brought by the locality is to remove the “rare patch effect.” This is definitely a visual improvement, but since the concerned regions, along edges or highly contrasted textures, are not prominent in images, the gain on the global PSNR/SSIM is moderate. A second, less striking, improvement is the better preservation of the contrast of details and textures. However, a limitation of the method is that the decision of the local SURE might yield small visual artifacts in some regions.

As a future work, we plan to investigate the benefit of combining the estimators associated with different parameters instead of keeping the minimizer of the estimated risk as we do in this paper. In the context of NLM, recent works have shown that considering a linear combination of estimators instead of the best one often leads to better results (see in particular [28, 38]). Figures 23 and 24 show a preliminary result using an exponentially weighted aggregation (see [20] or, in the context of NLM, [27]) of the NLM for different values of $h$. Instead of considering
Figure 19. Couple image (only an extract is shown). Top: extract of the original image (a), NLM with global parameter $h$: the patch size is $s^2 = 5 \times 5$ in (b) (PSNR 32.46 dB) and $s^2 = 7 \times 7$ in (c) (32.14 dB). In both cases, $h$ was chosen to maximize the PSNR. Bottom: noisy image (d) ($\sigma = 10$), NLM with local $h$ (LBMRE): the patch size is $s^2 = 5 \times 5$ in (e) (32.77 dB) and $s^2 = 7 \times 7$ in (f) (32.70 dB). Notice how the face, the tie, and the shoulder are smoother with the local $h$ (the reader should zoom in on this picture) with both patch sizes. Yet the contrast of the wall is not lost.

the minimizer, we take

\[
LBEWA(x) = \frac{\sum_{i=1}^{n} \exp(-J_i(x)/T) N L_i \tilde{u}(x)}{\sum_{i=1}^{n} \exp(-J_i(x)/T)}
\]

with $T = 0.5\sigma^2$. As before, everything is performed locally. This procedure leads to slightly noisier images than the method described in this paper, but the preservation of textures is much better. We find that the visual result is drastically improved. Yet, it is less stable in terms of PSNR: the performance is sometimes better than the local $h$ described in this paper, or sometimes below the best global $h$ (see LBEWA in Tables 1 and 2).

Appendix: Assumptions on the toy signals of section 2. For the isolated crenel and the periodic crenel, we assume that

- the crenel size is $T/2 = p$, where $p$ is an odd number;
- the size of the search window is infinite, or it is a multiple of $T$.

We assume moreover that the patch size is $s = T/2$ in the case of the isolated crenel, and $s = (k + \frac{1}{2})T$, for $k \in \mathbb{N}$, in the case of the periodic crenel (i.e., the period of the signal is small compared to the patch size). In both cases, the computation of the distances leads to a triangle signal, so that the denoised signal is the quotient of geometric sums.
(a) Original image (without noise).

(b) Gaussian weights, global $h$.

(c) Polynomial weights, global $h$.

(d) Polynomial weights, local $h$.

**Figure 20.** Comparison of the NLM on a noisy image ($\sigma = 10$). In (b) and (c), the parameter $h$ is optimized for PSNR. The difference between them is barely visible. In regions (1), (2), and (3), the adaptivity using SURE (d) allows us to reconstruct fine structures such as ropes and antennas. However, the filter leaves a noisy spot in region (4) when trying to preserve a fine rope.
**Figure 21.** Patch size and textures. Top: NLM with different patch sizes $s^2$ using a global parameter $h$ optimized for PSNR. Bottom: local parameter $h$ using LBMRE. The least contrasted textures are better preserved with a small patch size. However, what looks like texture with patch size $3 \times 3$ might as well be the mottling artifact (see below). With the local parameter $h$, the textures are preserved even with a large patch size.

**Figure 22.** Patch size and robustness to noise (same experiment as in Figure 21). With a too small patch size, the algorithm leaves too much noise: Lena’s skin looks mottled. As the patch size increases, this effect reduces, but the rare patch artifact appears. With a local $h$, the rare patch effect is reduced, which allows us to use large patches.
Figure 23. Comparison on the country house image ($\sigma = 10$).
Figure 24. Zoom of Figure 23.
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