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Figure 5 Isolation in unbiased state of the balanced BPSK modulator

A wave incident on the finline is phase shifted by 180 ° that is
the orientation of the electric field in the coplanar line is switched
when the position of the short is exchanged as shown in Figure 1.
The 180 ° phase shift is independent of frequency, in spite of
changes in characteristics because of frequency-dependent ele-
ments of the actual circuit like length of the coplanar line section
which adds to the mismatch.

4. EXPERIMENTAL TEST RESULTS

Figures 3 and 4 shows the measured results of the balanced phase
modulator. The amplitude in the two states is shown in Figure 3.
An insertion loss imbalance of 1.5 dB with an average loss of 2.5
dB in the two switching states has been achieved over 37.0-38.0
GHz. The phase difference between the two states is shown in
Figure 4. The phase imbalance is 10° with phase switching from
165° to 185°. Figure 5 shows the Isolation in the unbiased state.

5. CONCLUSION

The designed BPSK modulators have high isolation between the
carrier input port and the modulated carrier output port. The pulse
width variations and amplitude deviations are suppressed because
of the balanced configuration used. As the PSK output signal is in
Suspended Stripline, Two BPSK Modulators can easily be com-
bined together to work as QPSK Modulator for point to point
Millimeter Wave Radio Links [4]. These modulators will enable
compact, low-cost, and high-efficiency transmitters for millimeter
wave digital communication systems.
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ABSTRACT: This article presents a novel approach to the modeling
and reduction of electromagnetic interference (EMI) caused by radiated
emissions of integrated circuits (ICs) inside rectangular metallic enclo-
sures of telecommunications devices. This type of analysis applies for
several types of modern telecommunications equipment found in high-
speed networks as well as in mobile communications. A generic model
of such a device is created. The ICs are modeled as small electric di-
poles and their interaction with the enclosure walls is studied by using
the dyadic Green’s functions. The electric field on the enclosure walls is
computed and its reduction is studied as optimization problem using
evolutionary algorithms. Two algorithms are employed: Genetic algo-
rithms (GAs) and parallel recombinative simulated annealing (PRSA).
PRSA is a hybrid evolutionary strategy that inherits properties from
both GAs and simulated annealing. Monte Carlo simulation is subsequently
applied to the optimization results to derive the electric field on the metallic
walls and also to perform a worst-case analysis. The applications of the
above approach in early PCB design process are discussed. © 2007 Wiley
Periodicals, Inc. Microwave Opt Technol Lett 49: 3049-3055, 2007;
Published online in Wiley InterScience (www.interscience.wiley.com).
DOI 10.1002/mop.22893

Key words: electromagnetic compatibility; Monte Carlo simulation;
Green’s functions calculation; genetic algorithms; simulated annealing;
parallel programming

1. INTRODUCTION

New technologies in telecommunications and computer industry
are constantly emerging. Modern devices manufactured for wired
and wireless communications include integrated circuits (ICs) with
faster clock speeds. Motherboards and other PCBs (printed circuit
boards) become more complex. The fundamentals of microwave
communications can be found in several textbooks [1-3]. The
problem of predicting EMI (electromagnetic interference) levels
and complying with regulatory EMC standards is very common [4,
5]. It is advantageous to be able to make estimation for the EMI
potential from PCBs during the design process. The correct place-
ment of ICs on PCBs inside a shielded enclosure has an effect on
the interference issue. Radiated emissions from PCBs have been
studied extensively in several papers [6-10]. Electromagnetic pen-
etration inside a metallic cavity with or without slots is also a
common issue [11-15]. In all previous work, numerical or analyt-
ical deterministic methods are used for EMI calculation. In this
article, a novel stochastic method combined with evolutionary
optimization algorithms is proposed.
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The ICs can be modeled as small electric and magnetic current
sources. The interaction between cavity walls and internal dipoles
can be described by using the dyadic Green’s functions [16]. The
mapping matrix approach is subsequently applied [17-19]. This
approach outlines the interaction inside the enclosure between the
metallic walls and the small dipole sources. The method for
measuring radiated emissions from ICs is described in [20, 21].
The validity of this modeling has been verified after suitable
characterizations and measurements of several telecommunica-
tions equipment devices found in high-speed networks as well as
in mobile communications. The effect of magnetic dipole sources
that induce surface current density has been already studied in
[18, 19].

In this article, the electric field induced on the walls of a
metallic rectangular enclosure due to electric dipole sources for
several positions and directions of the sources is presented. The
problem of reducing EMI on the enclosure walls is solved using
genetic algorithms (GAs) [22] and parallel recombinative simu-
lated annealing (PRSA) [23]. PRSA is an evolutionary algorithm
that uses basic concepts and operators from both GAs (crossover,
mutation, parallel populations) and simulated annealing (temper-
ature drop). PRSA has been successfully applied in several engi-
neering design problems [24-26]. To the best of the authors’
knowledge, this is the first time that PRSA is used in an electro-
magnetics design problem.

For the numerical investigation of the induced field, Monte
Carlo simulation is employed in optimization results using both
source existence and source phase probabilistic distributions. This
article is organized as follows: Section 2 presents the formulation
with closed form expressions. Section 3 shows numerical results of
the electric field induced on the walls of a generic telecommuni-
cations equipment model. Section 4 presents the Monte Carlo
simulation details. The optimization problem is defined in Section
5 and the algorithm details and results are given. Finally, the
conclusions are summarized in Section 6.

2. FORMULATION

For the rectangular cavity with dimensions a, b, and ¢, (a = ¢ =
L, b = 0.3L), along x, y, and z-axis, respectively (see Fig. 1), the
expressions for the dyadic Green’s function of the magnetic and
electric vector potential are given in [16-18]. A detailed descrip-
tion of the relation between the magnetic and electric dipole
sources placed inside the cavity and the surface current density
induced on the cavity walls is given in [18, 19]. The electric and

Figure 1 Rectangular enclosure geometry (a = ¢ = L, b = 0.3L)
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magnetic field induced inside the cavity by a small electric dipole
with current density J.(#') are given by

E*(r) = f G.(r[F") 7,(7)aV', (1)

v
I7e(7) — 1 (T T (e ’
H*(r) = o, V’Gh(r‘r)‘le(r )av', (2)

where 7 and 7' are the position vectors of the field and the source
point, , respectively, V' is the source volume over which the
current density is distributed, and finally G, and G, are the dyadic
Green’s functions for the £ and H fields due to an electric dipole
source inside a rectangular cavity.

The closed form expressions for the induced electric field on
the z = ¢ wall (for z > z') due to the electric dipole moments

Dx» Dy D, are given by

k.
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The coefficients in (3), (4), and (5) are given below:

(= 727Tk7m77k7n77kil77

= w I‘LOSO_A7x_a3y_b,‘_Cy
kf=k§+k§,k§=k2*kf (6)

1 i=0

T2 i#0

It is evident from (3), (4), and (5) that the induced electric filed
depends on the cavity geometry on the source frequency (or
wavelength) and on the electric dipole moment.

3. TELECOMMUNICATIONS EQUIPMENT MODEL

Various types of telecommunications equipment include multiple
source systems within rectangular shielded enclosures. Multiple
sources inside the rectangular cavity of Figure 1 are considered. In
that case, if N possible cavity sources exist and M wall points of
interest are taken into account then the amplitude mapping of
every source to a specific point on the wall can be represented by
an N X M matrix A [17, 18]. Matrix A is called mapping matrix.
In A, a matrix element p,; represents the disturbance on jth point
caused by the ith source. Disturbances caused by multiple sources
at the same reference wall point can be summed using the principle
of superposition.
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Figure 2 Photo of a typical telecommunications equipment board

In all the results, the sources are assumed to be placed near the
bottom of the cavity at y’ = 0.05L for L = 0.1A. It has been shown
in [27] that the electric field component resulting from the electric
dipoles parallel to x-axis presents an antisymmetric behavior. It is
therefore of particular interest. This implies that the random source
configurations could produce different results. This was the reason
for selecting to study the above component in the following
examples.

A photo of a typical telecommunications board is given in
Figure 2. This type of board can be found in various telecommu-
nications devices such as videoconference equipment, protocol
gateways, VolP software switches, routers and wireless access
points. These kinds of equipment work at low CPU speeds below
100 MHz. An enclosure with the dimensions given in Figure 1
(a=c=L,b=0.3L)is selected. A source model has been created
using empirical rules derived from several different boards of
telecommunications equipment. Figure 3 shows a typical telecom-
munications PCB model consisting of 34 sources. The board
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Figure 3 Telecommunications board source grid model
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TABLE 1 Source Existence Probability Inside a
Telecommunications Board Model

Maximum Source

Area Source Existence
No. Area Number Probability

1 RAM 8 1

2 Chipset 2 0.5

3 CPU 4 0.7

4 Network Interface 1 4 0.5

5 ASIC 1 2 0.2

6 ASIC 2 8 0.6

7 Slots 2 0.5

8 Network Interface 2 4 0.3

model is separated in eight distinct areas with different source
number and different source existence probabilities. The details of
the telecommunications board probabilistic model are given in
Table 1. Each source is named using the convention m X n, where
m is the area number from 1 to 8 and n is the source number for
that area. For example, source 51 corresponds to the first source in
area 5. This model is suitable for most modern telecommunications
equipment.

The electric field distribution on walls 1 and 4 of this board
model due to electric dipoles parallel to x-axis is given in Figures
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Figure 4 Electric field induced (a) on wall 1 and (b) on wall 4, by
electric dipoles parallel to x-axis for L = 0.1A
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Figure 5 Wall points on walls of interest

4(a) and 4(b), respectively. It is clear that the higher field values
are on wall 1 while the field values on wall 4 are even two orders
of magnitude lower. This is expected, as more sources are closer to
wall 1 than to wall 4. On both walls, the higher field values are at
the left part of the wall. In all cases, there are areas on the walls
where the electric field has small or near zero values. These areas
would be the most suitable for creating holes and openings on the
enclosure.

4. MONTE CARLO SIMULATION

The deterministic values calculated for the mapping matrix ele-
ments are accurate enough only if all the source characteristics
(magnitude, polarization, and phase) are modeled correctly. The
accurate prediction of electromagnetic emission from multiple
source systems is a difficult or even impossible task due to their
complexities. Therefore, a stochastic approach like Monte Carlo
simulation can be applied. Such an approach has the advantage of
proving a quantification of the major trends in a multiple-source
system. Monte Carlo simulation has been applied successfully in
many different engineering problems [28]. Monte Carlo simula-
tions that are based on probability distributions describing source
existence can give a first approximation of the emission level
margins and perform a worst-case analysis.

The Monte Carlo Simulation procedure consists of three steps:

4.1. Step 1: Mapping Matrix Calculation
The mapping matrices are evaluated using the closed form expres-
sions given in Section 2.

4.2. Step 2: Loop Process

A loop is performed with an adequate number of iterations. During
the loop process, a random set of sources is generated according to
a known probabilistic distribution [29]. All the elements p,; of the
mapping matrix are multiplied by a Bernoulli random variable ¢;
that lies in the set of values [0, 1] and represents the existence or
not of source i. Therefore, the result is a new matrix A’ [18] with
elements p;{;. The direction of the dipole sources may vary using
phase binomial distributions with 0° or 180° phase difference
between the dipoles. Then, the random variable {; is given by[b]

gi = g[egfp’ (7)

where {, is the random variable of the source existence distribu-
tion, and ¢, is the random variable of the phase distribution.
Matrix A’ is calculated for every iteration.

4.3. Step 3: Statistical Processing of the Results

After the end of the Monte Carlo simulation the statistical pro-
cessing begins. The wall points with the highest probability of
peak electric field values are found. The statistical analysis of the
results involves the calculation of the 90th percentile values. The
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90th percentile gives the value below of which lie the 90% of the
samples.

Monte Carlo simulation using both source existence and phase
binomial distributions was applied on the source model presented
in the previous section. The electric field values are calculated for
15 different wall points inside the cavity. The positions of these
wall points are given in Figure 5. All source amplitudes are
assumed equal to each other.

5. SOURCE PLACEMENT PROBLEM DEFINITION

A PCB designer is always interested in finding the appropriate
source placement that reduces the EMI levels. Therefore an opti-
mization method must be employed to find the optimum positions
of the sources inside the board. The objective of the optimization
procedure presented in this work is to reduce the electric field
values at the bottom of the opposite walls 1 and 4 (see Fig. 1),
assuming that openings will be created at these positions. The
electric field at these positions is reduced by minimizing a specific
mathematical expression, called fitness function and given by:

N[ M
f= E E\EW““]| + |EWall4| (8)
1 1

where N is the number of the sources, M is the number of the wall
points chosen at the bottom of walls 1 and 4, and EV*"', V4" are
the electric field values on walls 1 and 4, respectively. The vari-
ables of the fitness function are the x and z coordinates of the
sources. All the sources are assumed to be in the same y-plane
y" = 0.05L. The only possible moves of the sources within each
distinct area are along x and z-axis (y coordinates remain un-
changed). The sources in the RAM area are allowed to move only
along z axis. The initial grid is that of Figure 3.

Two different evolutionary optimization algorithms were ap-
plied to the above-described problem. We use a steady state GA
with parallel populations [30] and PRSA [23]. GAs have been
applied in a variety of electromagnetic engineering problems [22].
PRSA is described in the next subsection.

5.1. Parallel Recombinative Simulated Annealing

Parallel recombinative simulated annealing (PRSA) is a hybrid
method that inherits the parallelism property and the population
concept, including recombination operators, from GAs, and the
property of convergence from simulated annealing. The fundamen-
tals of PRSA can be found in [23]. The basic structure of PRSA is
similar to that of a genetic algorithm. Thus, PRSA generates new
individuals by applying crossover and mutation operators, and
every new population is created by selection from old (parents)
and new (children) individuals. The difference from normal ge-
netic algorithms is that the selection process is based on Boltz-
mann trials, which are controlled by a parameter 7 called temper-
ature, just like in simulated annealing method.

The criterion used to determine whether the new individual is
accepted or rejected is called “Metropolis criterion” [23] and is
based on the fitness assigned to individuals. As the fitness value is
decreased, individuals are considered to be of better quality. Ac-
cording to the Metropolis criterion, if the fitness value of the child
is less than the fitness of the parent, the child is accepted and
replaces the parent in the next generation. Otherwise, the child
replaces the parent with probability exp{[fitness (parent) — fitness
(child)]/T} greater than a random number distributed uniformly in
the interval [0, 1]. It is obvious that PRSA selections are mostly
random when the temperature is high. In this case, the fitness value
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of an individual is not so important. As the temperature decreases,
the degree of randomness goes down and selection depends in-
creasingly on the fitness of the individual. The temperature is
decremented according to the expression

7vnew = CF X T()ld (9)

where CF is a positive parameter, less than unity, called “cooling
factor.” Cooling down slowly (CF close to 1) gives better solu-
tions, although the algorithm takes longer to converge. Therefore,
in this work, CF is considered equal to 0.9.

The selection strategy is very important in PRSA because it
refers to which individuals are chosen to form the next generation.
Therefore, parents and children have to compete against each other
to prevail. There are three types of competition:

1. Every child competes against one of its own two parents.

2. Every child competes against one random parent in the
current generation.

3. Parents and children compete in reverse order of their fitness
values, i.e., the best child competes against the worst parent
in the current generation, the second-best child against the
second-worst parent, etc.

Regarding solution quality, the first selection strategy ‘“child
against own parent” was proved in [25] to be the best one, and thus
this strategy is adopted in our work.

PRSA is inherently an algorithm best suited for parallel and
distributed computer systems although a version that runs in a
single computer also exists. In this case individuals migrate from
one node to another at certain intervals. The number of individuals
that migrate from any node is controlled by a specific parameter
called “migration rate.” In brief, the parallel version of the PRSA
algorithm can be described by the following steps:

FOR each node of the computer system DO in parallel:

Set T to a sufficiently high value.
Initialize the population (generate NP random individuals).
Calculate the fitness of each individual.
REPEAT
i. Mark all individuals as “unused.”
ii. Do NP/2 times:
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Select randomly two “unused” individuals (parents).
Generate two new individuals (children) by applying
Crossover operator.

Apply mutation operator to each child.

Calculate the fitness of each child.

Select two individuals from the two parents and the two

children by applying the Boltzmann trial.
(f) Mark winning individuals as “used” and replace the
two parents with those individuals.
iii. Periodically lower T according to expression [9].
iv. Select individuals for migration and send them to other
nodes.
v. Receive new individuals from other nodes. Replace the
individuals sent before with received individuals.
5. UNTIL termination criterion is satisfied.

To keep the subpopulation size (number of individuals kept by a
node) constant, the migration rate must be fixed for all nodes.
When individuals are sent to a node, they are buffered until that
node has finished sending. Then, they replace the individuals sent
by that node and the buffer is cleared. It was shown in [25] that
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Figure 6 Telecommunications equipment source grids optimized by (a)
GA and (b) PRSA

L osL

solution quality decreases if more than one-fourth of a subpopu-
lation migrates. In this work, the migration rate is set equal to 25%
of the subpopulation size.

The migration strategy is very important in parallel PRSA
because it refers to which individuals are selected to migrate to
other nodes. Two types of migration are suggested:

1. Every node chooses the best individuals and sends them to
the neighbor nodes.

2. Every node chooses randomly individuals and sends them to
the neighbor nodes.
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Figure 7 Source grid optimized by GA. Electric field induced (a) on wall
1 and (b) on wall 4, by electric dipoles parallel to x-axis for L = 0.1A

Regarding the computation time, the first migration strategy
“choose best” was proved in [25] to be faster, and thus this strategy
is adopted in our work.

5.2. Optimization Results

We allow both algorithms to run for 20 times and we select the
best results. For both algorithms, the population size is set to 100,
and the number of parallel populations is 5. The crossover and the
mutation probability are set to 0.9 and 0.01, respectively. The
migration rate is set to 25% and the “choose best” migration
strategy is applied. Both algorithms run for 5000 generations. For
PRSA, the cooling constant was set to 0.9 and the temperature
drops in every generation. The initial temperature is set to 100,000,
and the final is set to 0.1. We have used a parallel implementation
running in five different PCs using parallel virtual machine (PVM)
[31].

The optimized grids found by both methods are shown in
Figures 6 (a) and 6(b). The electric field on walls 1 and 4 is
computed for the resulting source configurations. Figures 7 (a),
7(b), 8 (a), and 8(b) show the values of the electric field for the GA
and the PRSA computed grids, respectively. One may notice that
these values are more than one order of a magnitude less than the
electric field values derived by the initial grid for both walls. The
PRSA grid seems to perform better than the GA one.
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To validate if these specific source configurations reduce the
induced field, Monte Carlo simulation should also be applied.
Monte Carlo simulation is a stochastic approach able to show if
random source configurations of these source placements produce
in average lower electric field values than the initial grid. We apply
both source existence and phase difference binomial distributions.
The source existence probability is different in each board area as
shown in Table 1. The phase change probability is set to 0.5 for all
areas. The statistical quantity examined here is the 90th percentile.
A comparison of the Monte Carlo results of the 90th percentile for
the initial and the optimized grids for walls 1 and 4 is shown in
Figures 9(a) and 9(b). The optimized grids reduce the electric field
up to an order of magnitude in the worst case for wall 1. For wall
4, both GA and PRSA perform satisfactory giving values smaller
than or equal to the initial ones. It is obvious that the results
derived by the PRSA algorithm give the smaller field values on
both walls. These results indicate that the Monte Carlo technique,
combined with evolutionary optimization methods, can be useful
in predicting and reducing emission level margins.

6. CONCLUSIONS

In this work, a framework has been presented that combines
evolutionary optimization algorithms with stochastic procedures to
suppress EMI inside metallic enclosures of telecommunications
equipment. A generic model of telecommunications equipment has
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Figure 8 Source grid optimized by PRSA. Electric field induced (a) on
wall 1 and (b) on wall 4, by electric dipoles parallel to x-axis for L = 0.1A
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Figure 9 Ninetieth percentile electric field values (a) for wall 1 and (b)
for wall 4. The electric dipoles have 50% probability of phase change

been created based on observations on several types of wired and
wireless devices. It is observed that usually such a device has
sources placed in asymmetrical positions in distinct areas. Two
different evolutionary algorithms have been applied for the reduc-
tion of the electric field at the bottom of two opposite walls. It is
found that PRSA outer performs a parallel GA with the same
population size. Monte Carlo simulation has also been used to
perform a worst-case analysis. Similar methods can be applied to
a variety of equipment. Telecommunications equipment manufac-
turers can easily apply these techniques to make early risk limiting
decisions during a PCB design process.
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