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ABSTRACT: A multiobjective evolutionary technique is applied to de-
sign dielectric filters useful in microwave communications technology.

The optimal geometry of the filters is derived by utilizing two different
multiobjective optimization algorithms. The first one is the Nondomi-
nated Sorting Genetic Algorithm-II (NSGA-II), which is a popular mul-
tiobjective genetic algorithm. The second algorithm is based on multiob-
jective Particle Swarm Optimization with fitness sharing (MOPSO-fs).
MOPSO-fs algorithm is a novel Pareto PSO algorithm that produces the
Pareto front in a fast and efficient way. In the present work, MOPSO-fs
is compared with NSGA-II to optimize the geometry of the filters under
specific requirements concerning the frequency response of the filters.
Several examples are studied to exhibit the efficiency of the multiobjec-
tive evolutionary optimizers and also the ability of the technique to de-
rive optimal structures that can be used in practice. © 2007 Wiley Peri-
odicals, Inc. Microwave Opt Technol Lett 49: 2324–2329, 2007;
Published online in Wiley InterScience (www.interscience.wiley.com).
DOI 10.1002/mop.22755

Key words: microwave filters; dielectric filters; multiobjective optimiza-
tion; pareto optimization; particle swarm optimization; evolutionary
programming; genetic algorithms

1. INTRODUCTION

Microwave filter design is a common problem. Several design
approaches exist in the literature [1–31]. Multilayer dielectric filter
design under constraints has also been a favorite subject among
researchers [32, 33]. Such design constraints require that the
reflection coefficient value in the passband or stopband region
should not lie, respectively above or below a predefined level.
Evolutionary algorithms have been applied in multilayer dielectric
filter design. In [32], a single objective approach is proposed. This
is produced from the aggregation of the objective functions and a
penalty term. Pareto optimization has been used in several practi-
cal electromagnetic design problems [34–36]. In [33], a multiob-
jective Genetic Algorithm (GA) is used for the generation of the
Pareto front for the constraint dielectric filter design problem. The
major drawback of a GA approach is the difficulty in the imple-
mentation due to the algorithm inherited complexity and the re-
quired long computational time.

Particle swarm optimization (PSO) [37] is an evolutionary
computation method inspired by the social behavior of bird flock-
ing. PSO algorithms are computationally efficient and can be
easily implemented in practice. PSO has been used successfully in
constrained or unconstrained electromagnetic design problems
[38–54]. Multiobjective Particle Swarm Optimization with fitness
sharing (MOPSO-fs) [55] is a novel Pareto PSO algorithm.
MOPSO-fs is validated in [55] against highly competitive evolu-
tionary multiobjective algorithms like Nondominated Sorting Ge-
netic Algorithm-II (NSGA-II) [56]. In this article, both MOPSO-fs
and NSGA-II are used for the constrained multilayer filter design
problem. The Pareto fronts produced from these algorithms are
compared and discussed. The advantages of the MOPSO-fs algo-
rithm are shown.

2. PROBLEM FORMULATION

The structure of the multilayer dielectric filter is shown in Figure
1. The unknown variables are the thickness and the electromag-
netic characteristics of each layer. These characteristics are the
frequency-dependent (in general) complex permittivity and perme-
ability given by:

�i� f � � �0���i� f � � j� �i� f �� (1)

�i� f � � �0���i� f � � j� �i� f �� (2)

The terms �0 and �0 are the free space permittivity and perme-
ability, respectively. The filter is assumed to be composed of

Figure 2 Behavior of � versus frequency. a1 � 1 mm, a2 � 1.4 mm, b �
2.3 mm, c � 2.4 mm, d � 3.12 mm
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lossless dielectric nonmagnetic materials (�0 � 0, �’ � 1, �’ � 0),
which have frequency independent real permittivity in the desired
frequency range. Therefore, for a M-layer design problem, the
number of the unknown variables is 2M. For this type of multilayer
structure, the general expression of the reflection coefficients Ri

TE

and Ri
TM at the ith layer for the transverse electric (TE) and the

transverse magnetic (TM) modes is respectively found by using
the recursive formula [57]:

Ri
TE/TM �

ri
TE/TM � Ri�1

TE/TMe	2jki�1ti�1

1 � ri
TE/TM � Ri�1

TE/TMe	2jki�1ti�1
i � M, M � 1, . . . , 1

(3)

RM�1
TE/TM � rM�1

TE/TM �
nM � n0

nM � n0
(4)

ri
TE/TM �

ni	1 � ni

ni	1 � ni
i � 1, 2, . . . , M

ni � � ���i � sin2� TE mode
��i

���i � sin2�
TM mode (5)

ki �
2�f

c���i
(6)

where M is the number of layers, and also ti and ��i are respectively
the thickness and the dielectric constant of the ith layer. The
microwave filter design problem is defined by the minimization of
the objective functions given below:

f1� x� � �
p

��RTE�x, fp��2 � �RTM�x, fp��2� (7)

f2� x� � �
s

��1 � �RTE�x, fs��2� � �1 � �RTM�x, fs��2�� (8)

Moreover, the design problem is subject to the following con-
straints:

g1� x� � 20 log�RTE�x, fp
c� 	 � 10dB (9)

g2� x� � 20 log�RTM�x, fp
c� 	 � 10dB (10)

g3� x� � 20 log�RTE�x, fs
c� 
 � 5dB (11)

g4� x� � 20 log�RTM�x, fs
c� 
 � 5dB (12)

g5� x� � Ttot�x� � Tdes (13)

where RTE and RTM are the reflection coefficients of the filter
structure respectively for the transverse electric (TE) and the
transverse magnetic (TM) modes, Ttot is the total layer thickness of
the design found, and Tdes is the desired total layer thickness. In
addition, fp and fs define correspondingly the passband and the
stopband frequency ranges, while fp

c and fs
c define respectively the

passband and the stopband frequencies, where constraints must be
satisfied. It is obvious that this type of multiobjective problem does
not have a single global solution and it is often necessary to
determine a set of points that all fit a predetermined definition for
an optimum. Therefore, the main goal is to find a number of points
that belong to the Pareto front. Then, optimal filter designs can be
selected from this Pareto front. A multiobjective optimization
evolutionary algorithm is used for this type of problem.

3. PARTICLE SWARM OPTIMIZATION

Particle swarm optimization (PSO) is a population-based stochas-
tic optimization algorithm proposed by Eberhart and Kennedy in
1995 [37] and inspired by social behavior of birds. The particles
move in the search space following the current best particles of the
swarm. The swarm is initialized with a population of random
particles (solutions) and searches for optima by updating the
particle positions in every iteration. Each particle position is up-
dated by following two optimum values. The first one is the best
position achieved so far by the particle and is called pbest. The
second one is the global best position obtained so far by any
particle in the swarm. This best position is called gbest. After
finding the pbest and gbest, the velocity of each particle is updated
using a velocity update rule. Important parameters for PSO are the
inertia weight w, and c1 and c2, which are called learning factors.
The inertia weight w can be a constant between 0.0 and 1.0 or can
be linearly decreased from 0.9 to 0.4. This parameter represents the
particle’s fly without any external influence. The higher the value
of w, the more the particle stays unaffected from pbest and gbest.
The parameter c1 represents how much the particle is influenced
from its best position, while the parameter c2 represents how much
the particle is influenced from the swarm best position.

In a PSO algorithm, the parameters to be determined are the
swarm size (or population size), which is usually 100 or less, the
parameters c1 and c2 (usually both are set equal to 2.0 [37]), the
inertia weight w, and the maximum number of iterations. PSO
algorithm is inherently used only for real valued problems. An
option to expand PSO for discrete valued problems also exists. A
simple modification of the real-valued PSO, called binary PSO,
has been presented by Kennedy and Eberhart [58].

3.1. Multiobjective Particle Swarm Optimization with Fitness
Sharing
Over the last years, researchers have proposed several multiobjec-
tive PSO algorithms. The MOPSO algorithm proposed in [59] has
been successfully used [60] for the microwave absorber design
problem. MOPSO-fs is a new and promising algorithm, which in
[55] outperforms MOPSO. MOPSO-fs utilizes not only the PSO
technique to guide the search, but also the fitness sharing to spread
the solutions along the Pareto front. Fitness sharing [61] is used in
the objective space and helps the algorithm to maintain diversity
between solutions, so that particles within highly populated areas
in the objective space are less likely to be followed. In each
iteration of the algorithm, the best particles found (i.e., those

Figure 1 Multilayer dielectric filter structure
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nondominated) are inserted into an external repository (or external
memory). This repository helps to guide the search for the next
generations and maintains a set of nondominated solutions until
the end of the run. This set of solutions is what we are looking for,
i.e., the set of solutions forming the Pareto front.

A brief description of the algorithm is as follows:

1. In the first step, all variables used by the algorithm are
initialized. Particles (pop[i]) are initialized inside the search
space and their memories (pbest[i]) are filled with the cur-
rent positions. The external repository (gbest[i]) is filled
with all the nondominated particles. The fitness sharing
(fShar[i]) is calculated for each particle in the repository.
According to the fitness sharing principle, particles (or so-
lutions) that have more particles in their vicinity are less fit
than those that have fewer particles surrounding their vicin-
ity. The fitness sharing is given by:

fShar�i� � x/nCounti (14)

where x � 10. The value for x is arbitrarily chosen. A high
value for fShar (close to or equal to 10) means that the
particle is not surrounded by other particles or at least that
there are particles not so close to this one. The denominator
of the above expression in calculated by:

nCounti � �
j�0

n

sharingi
j (15)

where n is the number of particles in the repository and
sharingi

j is derived by:

sharingi
j � �1 � �di

j/�share�
2 if d 	 �share

0 Otherwise (16)

�share is the desired distance between any two particles, and
di

j is the current Euclidean distance from the ith particle to
the jth one.

2. Provided that a fitness sharing is assigned for each particle
in the repository, some particles from the repository are
chosen as leaders and they are going to be followed by all
the other particles in the next iteration. The leaders will be
chosen according to a stochastic universal sampling method
(roulette wheel). Particles with higher levels of fitness are
likely to be selected. This will allow them to explore places
less explored in the search space. The velocity for the
particles is updated according to the expression:

vel�i� � w 
 vel�i� � c1 
 r1


 � pbest�i� � pop�i�� � c2 
 r2


 � gbest�h� � pop�i�� (17)

where w is an inertia weight (a value of 0.4 was used in all
cases), vel[i] is the velocity of the ith particle, r1 and r2 are
random values between 0 and 1, c1 and c2 are random values
between 1.49 and 2 (modification in their values was made
for the dielectric filter design problem to increase the search
space), pbest[i] is the best position found by the ith particle
so far, gbest[h] is the particle to be followed, and pop[i] is
the current position of the ith particle in the search space.

3. The new positions of the particles are calculated according
to the velocities obtained in the previous step:

pop�i� � pop�i� � vel�i� (18)

4. The repository is updated with the current solutions found
by the particles. The criteria used to update the repository is
the dominance and the fitness sharing. The particles that
dominate the ones inside the repository will be inserted and
all solutions dominated will be deleted. In this way, we
maintain the repository as the Pareto front found so far. In
the case where the repository is full of nondominated par-
ticles and a particle nondominated by any in the repository
is found, their fitness sharing is compared. The fitness shar-
ing is calculated for the new particle found. If it is better
than the worst fitness sharing in the repository, then the
particle with the worst fitness sharing is replaced by the new
one. The fitness sharing for all the particles is updated when
a particle is inserted in the repository or deleted from the
repository. This is done to maintain fitness sharing in an
up-to-date state in case the fitness sharing is used again
when calculating velocities or when inserting particles into
the repository.

5. Finally, the memory of each particle is updated according to
the criterion of dominance. Therefore, if the current location
of the particle dominates the previous one, the current
location replaces the previous one in the particle’s memory.

The results presented in the following section show that
MOPSO-fs algorithm performs better in finding the Pareto front
than NSGA-II (for the same population size).

4. RESULTS

To compare the results with those given in [33], in all design cases
the angle of incidence is set to � � 45° and the filter is assumed to
be composed of seven layers. The design frequency range is set
from 24 GHz to 36 GHz. The same predefined material database as
in [32, 33] was used. This database consists of 15 commercially
available dielectric materials with real permittivity values of 1.01,
2.20, 2.33, 2.50, 2.94, 3.00, 3.02, 3.27, 3.38, 4.48, 4.50, 6.00, 6.15,
9.20, and 10.20. These values remain constant over the design
frequency range. The thickness of each layer is varied between 1
and 10 mm.

MOPSO-fs and NSGA-II were applied for three design cases;
a low-pass, a band-pass, and a band-stop filter. In all the results,
the parameters chosen for MOPSO-fs were 100-particle swarm
size, 100-particle repository size, 1000 iterations, and a sigma
share value of 2. For NSGA-II, the population size was set equal
to 100, 1000 generations were used, and finally the crossover and
mutation probabilities were set respectively equal to 0.9 and 0.1
for both real and binary variables. Each algorithm runs for 10 times
and the best results are compared.

The first example is a low-pass filter design case. The passband
and stopband frequencies are set respectively to 24 GHz � fp � 30
GHz and 30 GHz � fs � 36 GHz. The range of constraints are set
to 24 GHz � fp

c 
 28 GHz and 32 GHz � fs
c 
 36 GHz. The to-

tal desired thickness is set to 17 mm. A design example from the
Pareto front is shown in Figure 2. This design has a total thickness
of 16.24 mm compared with the thickness of 26.14 mm found in
[33]. It is obvious that the new filter presents better behavior in the
desired frequency range than the filter in [33]. The thicknesses of
the layers are 6.725, 1.001, 1.007, 2.214, 1.376, 1.126, and 2.785
mm, and the corresponding dielectric constants are 2.33, 6, 2.33,
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10.2, 2.2, 4.48, and 2.33. The Pareto front for this case is given in
Figure 3. Each point of the Pareto front represents a feasible filter
design case, which fulfils all the constraints. MOPSO-fs manages
to find a larger dispersion of points in the front and clearly
outperforms NSGA-II.

The next example concerns a constrained band-pass filter de-
sign. For this case, the passband and stopband frequencies are set
to 28 GHz � fp � 32 GHz and 24 GHz � fs � 28 GHz, 32 GHz �
fs � 36 GHz. The range of constraints are set to
29 GHz � fp

c 
 31 GHz and 24 GHz � fs
c 
 26 GHz,

34 GHz � fs
c 
 36 GHz. The total desired thickness is set to 20

mm. Figure 4 presents a filter design case with 17.92 mm total
thickness (instead of 33.44 mm found in [33]). For both TE and
TM modes, the new design presents a similar or better behavior.
The thicknesses of the layers are 4.719, 1.001, 4.921, 1.037, 1.018,
1.958, and 3.254 mm, while the corresponding dielectric constants
are 2.2, 1.01, 10.2, 2.2, 4.5, 2.94, and 3.02. Figure 5 shows the
Pareto front for the band-pass filter case. The position of the case
of Figure 4 is shown in the Pareto front with an arrow. Again,
MOPSO-fs produces better results compared with NSGA-II.

Finally, an example of a band-stop filter design is given. The
lower and upper cutoffs are set respectively to 28 and 32 GHz.
Thus, the passband and stopband frequencies are set to 24 GHz �
fp � 28 GHz, 32 GHz � fp � 36 GHz, and 28 GHz � fs � 32 GHz.

The range of constraints are set to 24 GHz � fp
c 
 26 GHz,

34 GHz � fp
c 
 36 GHz, and 29 GHz � fs

c 
 31 GHz. The total
desired thickness is set to 21 mm. A band-stop filter design case is
shown in Figure 6. The new filter found in this example is thinner
than the band-stop filter found in [33] (20.53 mm instead of 29.25
mm). Moreover, this design has better frequency response for both
TE and TM modes. The thicknesses of the layers are 1.605, 4.059,
4.723, 2.556, 1.228, 3.661, and 2.519 mm, and the dielectric
constants are respectively 2.2, 9.2, 3.27, 9.2, 2.94, 6, and 3. The
band-stop design case is more complex and difficult than the other
cases. The number of points in the Pareto fronts found respectively
by the two algorithms is about 60 instead of near 100 found in the
other cases. The Pareto fronts found by both algorithms are shown
in Figure 7. In this case, both algorithms perform in a similar
manner. However, MOPSO-fs finds some points that are nondomi-
nated by others in the NSGA-II results. It must be noted that, in
average, MOPSO-fs is faster by about 5–6 s than NSGA-II.

5. CONCLUSIONS

A novel microwave filter design method under constraints using
MOPSO-fs has been presented. MOPSO-fs is a multiobjective
PSO algorithm, which has been compared against NSGA-II. The
above-presented sample cases are thinner and have a better fre-
quency response than those found in the literature. Both algorithms

Figure 2 Frequency response of the low-pass filter

Figure 3 Pareto front found with MOPSO-fs and NSGA-II for the
low-pass design

Figure 4 Frequency response of the band-pass filter

Figure 5 Pareto front found with MOPSO-fs and NSGA-II for the
band-pass design
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can be used to produce the Pareto front in all design cases.
However, it is clear from the previous examples that MOPSO-fs
can produce better results for the same population size and for the
same number of generations. The main advantage of MOPSO-fs is
the less computational load required than NSGA-II. This method
can be used in conjunction with a numerical technique. In such a
case, the computational time is an important issue. These practical
design examples presented show the applicability and the effi-
ciency of this method.
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ABSTRACT: This article demonstrates a novel coaxial loop cavity
microwave/mm-wave generator. Working at high-order longitudinal
modes, the generator has the single-sideband phase noise of about
	75 and 	105 dBc/Hz at 10 and 100 kHz offset over the frequency
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