
optical spectrum analyzer, respectively. The operating process is
the same as the experiment which has been described earlier in
Section 4. The theoretical and experimental macrobending loss
curves versus wavelength ranging from 1500 to 1600 nm for bend
radius of 6.5 and 6 mm are presented in Figures 6(a) and 6(b),
respectively, from which one can see that the theoretical bend loss
agrees with the experimental results. As a comparison, the mea-
sured bend losses of bare SMF28 in Figure 5 are also presented.
The difference of bend loss between the two cases, i.e., bare
SMF28 and the bare SMF28 with an absorbing layer, shows that
the reflection occurring at the interface between the cladding layer
and air has a significant effect on the bend loss.

6. CONCLUSION

In conclusion, we have presented a thorough theoretical and ex-
perimental investigation of the macrobending loss characteristics
of a standard single mode fiber with small bend radii, which
includes theoretical modeling analysis for fiber bend loss, for
SMF28 with coating layers and the bare SMF28 after stripping the
coating layers and chemical etching of partial cladding. Both
experimental and theoretical results have demonstrated the impact
of reflection occurring at the interface between the cladding and
coating layer or the cladding layer and air on the bend loss.
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ABSTRACT: A particle swarm optimization-based technique is applied
to design dividers that operate in two or more frequency bands at once.
The geometry of the dividers is optimized under specific requirements
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distribution on unmatched real or complex terminal loads for each one
of the resonant frequencies. The required current distribution on the
loads concerns not only the ratio between the current amplitudes but
also the phase difference between the currents. Several cases are stud-
ied to show the robustness of the particle swarm optimizer as well as
the ability of the technique to derive optimal multifrequency struc-
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1. INTRODUCTION

Dividers are structures of great interest, especially for feeding
networks of wireless or mobile communications systems [1–3].
The two main purposes of a divider are splitting the signal accord-
ing to the desired split ratio and providing impedance matching
inside the frequency range of operation [4]. Of course, a well-
designed divider must satisfy an additional requirement concern-
ing the desired phase difference between the signals applied on the
terminal loads. So far, many methods have been proposed for the
designing of dividers that satisfy the above requirements [5–29].
Most of these methods consider dividers operating in a single
frequency band. However, the need for simultaneous operation in
two or more frequency bands led to the designing of dual-fre-
quency [28, 29] or multifrequency dividers.

A multifrequency divider must satisfy the earlier-mentioned
requirements concerning the desired impedance-matching band-
width and the desired signal-split ratio, including the phase differ-
ence between the signals applied on the terminal loads. The main
difficulty in designing such a divider results from the fact that all
the above requirements must be satisfied simultaneously in all the
frequency bands, considering that the terminal loads are not
matched to the main transmission line that feeds the divider. In
addition, a multifrequency divider that complies with the above
requirements must be easily implemented in practice.

To overcome the above difficulties, the present work introduces a
new technique, which makes use of a particle swarm optimization-
(PSO) based algorithm developed by the authors. The fundamentals
of PSO have been discussed in many papers [30–39] and many
problems have already been solved by applying PSO-based methods
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[40–58]. According to our technique, the geometry of the divider is
analyzed by using transmission line theory [59–62]. The results
derived from the analysis are the impedance-matching bandwidth, the
ratio between the amplitudes of the currents applied on the terminal
loads, and the phase difference between these currents. The values of
the above parameters are used for the estimation of a suitably defined
mathematical expression called “fitness function.” The basic idea
implemented by the PSO algorithm is to maximize the fitness func-
tion. The fitness function achieves its global maximum when the
above parameters reach their desired values. The geometry of the
divider, that produces the fitness global maximum, is the optimum
solution to the specific designing problem.

The proposed technique has been applied to optimize dividers
for GSM/DCS operation and also for GSM/DCS/PCS/UMTS op-
eration. Several cases were studied in this work with different
values of current-split ratio at the terminal points of the divider and
with different real or complex values of terminal loads. The results
show that the technique is very effective and very useful in
practice, because the resulting structures are realistic and can be
fabricated by using microstrip technology.

2. FORMULATION

The proposed structure of the divider consists of two branches that
feed two corresponding terminal loads, ZAT and ZBT, as shown in
Figure 1. The loads may be real or complex and are generally not

matched to the main line that feeds the divider. Two types of param-
eters define the geometry of the divider: lengths and the characteristic
impedances of the transmission lines used for the construction of the
branches. The optimization of a structure under many constraints
demands a geometry defined by many parameters. Every parameter
can be considered as a degree of freedom available to optimize the
divider. Therefore, each branch is assumed to be composed of tandem
transmission line sections of different length and of different charac-
teristic impedance. After several trials, it was found that four sections
per branch are sufficient to optimize the divider. In particular, the
branch A consists of four sections with lengths Da1, Da2, Da3, Da4 and
corresponding characteristic impedances Zoa1, Zoa2, Zoa3, Zoa4. Simi-
larly, the branch B consists of four sections with lengths Db1, Db2,
Db3, Db4 and corresponding characteristic impedances Zob1, Zob2,
Zob3, Zob4. In total, there are 16 optimization parameters available to
optimize the divider. Because of the stochastic nature of the optimi-
zation procedure, each one of the above parameters may take any real
value. Therefore, it is desirable to fabricate the divider in microstrip
form. The microstrip technology provides the advantage of fabricating
the sections of the divider with any value of length and any value of
characteristic impedance.

As mentioned earlier, a well-designed divider has to achieve
the desired impedance-matching bandwidth (BW), meaning that
the input impedance of the divider has to be as close as possible to
the characteristic impedance of the main feeding line inside the
frequency range of operation [4]. Actually, the impedance-match-
ing bandwidth is the frequency range where the return loss (RL) is
below �9.54 dB (approximately �10 dB). A way of calculating
the RL is given below. The value of the terminal load ZAT

coincides with the input impedance at the position A0:

ZA0 � ZAT (1)

The input impedance at the position Ai (i � 0,. . . ,3) is
considered to be the terminal load of the section ai�1. Using
transmission line theory [59–62], the input impedances at the
positions Ai (i � 1,. . . ,4) are calculated recursively by the fol-
lowing expression:

ZAi � Zoa1

ZA�i�1� � jZoaitan��Dai�

Zoai � jZA�i�1�tan��Dai�
(2)

where � is the phase constant inside the microstrip structure of the
divider and ZA(i�1) is the input impedance at the position Ai�1.
Similarly, the value of the terminal load ZBT coincides with the
input impedance at the position B0:

ZB0 � ZBT (3)

The input impedance at the position Bi (i � 0,. . . ,3) is
considered to be the terminal load of the section bi�1. Thus, the
input impedances at the positions Bi (i � 1,. . . ,4) are calculated
recursively by the following expression:

ZBi � Zobi

ZB�i�1� � jZobitan��Dbi�

Zobi � jZB�i�1�tan��Dbi�
(4)

where ZB(i�1) is the input impedance at the position Bi�1. The
position A4 is identical with B4. Therefore, the input impedance Zin

of the divider is the parallel combination of ZA4 and ZB4:

Zin � �ZA4
�1 � ZB4

�1��1 (5)Figure 1 The proposed structure of the multifrequency divider
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The main line that feeds the divider is considered to have a
characteristic impedance of 50 �. Then, the RL at the input of the
divider is calculated in decibels as follows:

RL � 20log��Zin � 50�/�Zin � 50��[dB] (6)

Another important factor is the current-split ratio (CR), which
is defined as the ratio between the amplitudes of the currents
applied respectively on the two loads. A way of calculating the CR
is given below. Without loss of generality, all the quantities are
considered normalized with respect to the average input power Pin

of the divider, and therefore Pin � 1 W. Given the value of Zin, Pin

can be expressed in terms of the complex input voltage Vin of the
divider as follows:

Pin � 0.5�Vin�2Real�1/Z*in� (7)

where Vin is the amplitude of Vin and Zin* is the complex
conjugate value of Zin. Given that Pin � 1 W, the earlier equation
yields:

Vin � �2/Real�1/Z*in�e
j0 (8)

where � is the phase of Vin. Regarding Vin as reference voltage, we
may assume that � � 0. Thus, Eq. (8) is simplified as follows:

Vin � �2/Real�1/Z*in� (9)

Vin coincides with the voltages at the positions A4 and B4:

VA4 � VB4 � Vin � �2/Real�1/Z*in� (10)

Using transmission line theory [59–62], the voltages at the posi-
tions Ai (i � 3,. . . ,0) are calculated recursively by the following
expression:

VAi � VA�i�1��cos��Da�i�1�� � j
Zoa�i�1�

ZA�i�1�
sin��Da�i�1��� (11)

Similarly, the voltages at the positions Bi (i � 3,. . . ,0) are
calculated recursively by the expression:

VBi � VB�i�1��cos��Db�i�1�� � j
Zob�i�1�

ZB�i�1�
sin��Db�i�1��� (12)

The complex currents applied respectively on the two terminal
loads are calculated according to the expressions:

IAT � VA0/ZAT (13)

IBT � VB0/ZBT (14)

Finally, the current-split ratio is derived by:

CR � �IAT�/�IBT� (15)

Provided that the complex currents IAT and IBT have been calcu-
lated, the phase difference 	� between these currents can be
derived as well.

Since the divider is optimized for multifrequency operation, the
BW, CR, and 	� must be calculated for all frequencies of oper-
ation. The optimization is performed using a PSO algorithm de-

veloped by the authors. For the structure described above, the
algorithm uses 16 input parameters, which are the lengths and the
corresponding characteristic impedances of the eight sections that
compose the divider. The objective of the algorithm is to find the
values of the input parameters that maximize a suitably defined
fitness function based on the requirements for the BW, CR, and
	�. Thus, the fitness function is expressed by

F � �
m�1

M

�wm
CR�CR� fm� � CRd� fm�� � wm

	��	�� fm� � 	�d� fm��

� wm
RL RL� fm� � wm

BW Fm
BW� (16)

where m is the order of any resonant frequency and M is the total
number of the resonant frequencies. Moreover, CR(fm), 	�(fm),
and RL(fm) are respectively the current-split ratio, the phase dif-
ference between the currents at the terminal points of the divider,
and the return loss, all calculated at the resonant frequency fm.
CRd(fm) and 	�d(fm) are the desired values of CR and 	� at fm.
The use of RL(fm) in Eq. (16) ensures a deep resonance at fm. The
term F m

BW refers to the impedance-matching BW at the resonant
frequency fm, as given below:

Fm
BW � �BW� fm� � BWd� fm�, if BW� fm� � BWd� fm�

0, if BW� fm� � BWd� fm� (17)

where BWd (fm) is the desired value of BW at fm. The meaning of
Eq. (17) is that only values of BW less than BWd have influence
on the value of Fm

BW. Values of BW greater than or equal to BWd

may not affect the value of Fm
BW, because they satisfy the require-

ment for the BW. In general, Fm
BW has negative values and van-

ishes only when the desired BW is achieved. The coefficients wm
CR,

wm
	�, wm

RL, and wm
BW are weight factors and they denote the impor-

tance of the corresponding terms that compose the fitness function.
Provided that wm

CR, wm
	�, wm

RL (m � 1,. . . ,M) have negative values
and wm

BW (m � 1,. . . ,M) have positive values, the fitness function
tends to be maximized when the BW, CR, and 	� tend to reach
their respective desired values.

PSO has been studied in many papers [30–39] and is briefly
described in [56, 57]. According to the PSO theory, the optimiza-
tion is based on the intelligence and movement of swarms. Every
individual in the swarm is called “particle” and the number S of the
particles is called “swarm size.” A swarm size of 30 particles is
used in the algorithm. The position of the ith particle (i � 1,. . . ,S)
is represented as x�i � �xil,. . .,xiN�, where xin (n � 1,. . . ,N) are the
position coordinates in a N-dimensional search space. Actually,
these coordinates are the 16 earlier-mentioned parameters that
define the geometry of the divider (N � 16). Each coordinate xin

is usually limited between a lower boundary Ln and an upper
boundary Un. The difference Rn � Un � Ln is called “dynamic
range” of the nth dimension. The position of each particle is
evaluated by the fitness function F � F�x�i�. An increase in the
fitness value means that the particle improves its position. Conse-
quently, the best position in the search space (gbest position) g�
� �g1,. . .,gN� is the solution to the optimization problem because
it corresponds to the maximum fitness value Fmax � F�g��. After
a time step, the new position of the ith particle is given by

x� j�t � 1� � x� i�t� � v� i�t � 1� (18)

v�i � �vil,. . .,viN� is the velocity of the ith particle and is updated
[38] by the expression
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v� i�t � 1� � k
v� i�t� � �1 rand�t��p� i�t� � x�i�t��

� �2 rand�t� ��� i�t� � x�i�t��� (19)

where p� i � �pil,. . .,piN� is the best previous position (pbest
position) of the ith particle, �� i � ��i�,. . .,�iN� is the best position
(lbest position) found so far by the Ki neighbors of the ith particle,
and rand (t) is a uniform random number generator. Three neigh-
bors per particle (Ki � 3) is a good choice for many problems. In
addition, the parameter k is the “constriction coefficient” and is
defined by the expression

k �
2

�2 � � � ��2 � 4��
(20)

The parameter � � �1 � �2 is called “acceleration constant” and
must be greater than four. A good choice for both �1 and �2 is 2.05
[36]. Thus, � � 4.10 and k � 0.73. To keep the particles in
bounds, it is better to define a maximum allowed velocity v�max

� �vmax,1,. . .,vmax,N�. Each coordinate of this velocity is set to
vmax,n � 0.10Rn (n � 1,. . . ,N). Therefore, for each ith particle and

each nth dimension, if vin 	 vmax,n then vin � vmax,n, and also if
vin � �vmax,n then vin � �vmax,n. However, v�max and k are not able
to confine the particles within the search space. To solve this
problem, a boundary condition called “absorbing walls” is used in
the PSO algorithm. According to this condition, if xin 	 Un then
xin � Un and vin � 0, and also if xin � Ln then xin � Ln and
vin � 0. Finally, a brief description of the structure of the PSO
algorithm can be found in [56, 57].

3. RESULTS

The proposed technique was initially applied at the mobile com-
munications frequencies of 900 and 1800 MHz, to optimize the
divider for GSM/DCS operation. Two unequal resistive loads ZAT

� 60 � and ZBT � 72 � are assumed to be connected at the
terminal points of the divider. Three cases are studied in this
example concerning different values of current-split ratio: (a)
CR � 1 at both frequencies, (b) CR � 1 at 900 MHz and CR �
1.5 at 1800 MHz, (c) CR � 1.5 at 900 MHz and CR � 1 at 1800
MHz. In all the earlier cases, the currents at the terminal points of
the divider are required to be in phase (	� � 0). The results of the
three cases are summarized in Table 1, while the frequency re-

TABLE 1 Structure Characteristics of the Optimized Divider
That Resonates at 900 and 1800 MHz, and Feeds Two
Resistive Loads ZAT � 60 � and ZBT � 72 �

Example 1 Case aa Case bb Case cc

Zoa1/Da1 97.03 �/0.249 
0 78.89 �/0.227 
0 99.37 �/0.175 
0

Zoa2/Da2 102.02 �/0.272 
0 85.05 �/0.234 
0 98.13 �/0.165 
0

Zoa3/Da3 84.186 �/0.155 
0 87.70 �/0.281 
0 147.14 �/0.211 
0

Zoa4/Da4 103.11 �/0.232 
0 106.61 �/0.129 
0 100.74 �/0.106 
0

Zob1/Db1 119.06 �/0.312 
0 108.78 �/0.266 
0 65.23 �/0.255 
0

Zob2/Db2 131.64 �/0.166 
0 98.16 �/0.214 
0 65.75 �/0.140 
0

Zob3/Db3 74.52 �/0.204 
0 63.42 �/0.209 
0 61.96 �/0.135 
0

Zob4/Db4 78.68 �/0.204 
0 72.86 �/0.180 
0 76.08 �/0.116 
0

a For case a: Frequencies: 900 and 1800 MHz; Required CR/	�: 1/0° and
1/0°; Resulted CR/	�: 1.000/0.0° and 1.000/0.0°, respectively.
b For case b: Frequencies: 900 and 1800 MHz; Required CR/	�: 1/0° and
1.5/0°; Resulted CR/	�: 0.999/0.0° and 1.504/0.0°, respectively.
c For case c: Frequencies: 900 and 1800 MHz; Required CR/	�: 1.5/0° and
1/0°; Resulted CR/	�: 1.500/0.0° and 1.000/0.0°, respectively.

Figure 2 Frequency response of the optimized divider that resonates at
900 and 1800 MHz, and feeds two resistive loads ZAT � 60 � and ZBT �
72 �

TABLE 2 Structure Characteristics of the Optimized Divider
That Resonates at 900 and 1800 MHz, and Feeds Two
Complex Loads ZAT � 100 � j15 � and ZBT � 200 � j40 �

Example 2 Case aa Case bb Case cc

Zoa1/Da1 92.10 �/0.232 
0 75.56 �/0.220 
0 136.76 �/0.212 
0

Zoa2/Da2 114.76 �/0.342 
0 116.88 �/0.262 
0 112.46 �/0.152 
0

Zoa3/Da3 107.27 �/0.280 
0 153.60 �/0.312 
0 89.63 �/0.267 
0

Zoa4/Da4 107.17 �/0.225 
0 129.63 �/0.285 
0 143.26 �/0.217 
0

Zob1/Db1 129.37 �/0.161 
0 157.52 �/0.161 
0 133.68 �/0.122 
0

Zob2/Db2 101.66 �/0.354 
0 106.52 �/0.283 
0 100.27 �/0.290 
0

Zob3/Db3 135.69 �/0.280 
0 107.00 �/0.352 
0 124.58 �/0.270 
0

Zob4/Db4 97.24 �/0.295 
0 79.93 �/0.289 
0 101.51 �/0.173 
0

a For case a: Frequencies: 900 and 1800 MHz; Required CR/	�: 1/0° and
1/0°; Resulted CR/	�: 1.000/0.0° and 1.000/0.0°, respectively.
b For case b: Frequencies: 900 and 1800 MHz; Required CR/	�: 1/0° and
1.5/0°; Resulted CR/	�: 1.000/0.0° and 1.500/0.0°, respectively.
c For case c: Frequencies: 900 and 1800 MHz; Required CR/	�: 1.5/0° and
1/0°; Resulted CR/	�: 1.500/0.0° and 1.000/0.0°, respectively

Figure 3 Frequency response of the optimized divider that resonates at
900 and 1800 MHz, and feeds two complex loads ZAT � 100 � j15 � and
ZBT � 200 � j40 �
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sponse of the divider is presented in Figure 2. Specifically, the
tables of all the examples show the required and the resulted values
of CR and 	�, as well as the characteristic impedances and the
lengths of the sections derived from the optimization procedure.
All the lengths are measured in terms of a reference wavelength 
0,
which is the wavelength inside the structure of the divider at 900
MHz. It is obvious that the frequency response of the resulting
divider satisfies the requirements for GSM/DCS operation.

The technique was also applied at 900 and 1800 MHz consid-
ering two unequal complex terminal loads ZAT � 100 � j15 � and
ZBT � 200 � j40 �. The same three cases are also studied in this
example and 	� is required to be equal to zero in all these cases.
The results are given in Table 2, while Figure 3 exhibits an
excellent frequency response. It is well known that the complex
loads are more destructive to the matching condition than the
resistive loads. However, the particle swarm optimizer is capable
of finding a very broadband structure, which is suitable for GSM/
DCS operation.

The next example is an effort to optimize the divider for
GSM/DCS/PCS/UMTS operation. Therefore, the divider must res-
onate at 900, 1800, 1900, and 2050 MHz. The same unequal

resistive loads ZAT � 60 � and ZBT � 72 � are assumed to be the
terminal loads of the divider. Two cases are studied in this exam-
ple: (a) CR � 1 and 	� � 0 at all the above four frequencies, and
(b) CR � 1.5 and 	� � 0 at all the above four frequencies. The
results are summarized in Table 3, while the frequency response of
the divider is presented in Figure 4. Despite the fact that the
terminal loads are not matched to the main feeding line, the
optimization procedure is capable of finding a broadband structure,
which is suitable for GSM/DCS/PCS/UMTS operation.

The last example is another effort to optimize the divider for
GSM/DCS/PCS/UMTS operation, considering two unequal com-
plex loads ZAT � 100 � j15 � and ZBT � 200 � j40 � connected
at the terminal points of the divider. The two cases studied in the
previous example are also studied here. The results are given in
Table 4, while Figure 5 exhibits a very broadband structure that
satisfies the requirements for GSM/DCS/PCS/UMTS operation.

4. CONCLUSIONS

Despite the initial requirements for GSM/DCS or GSM/DCS/PCS/
UMTS operation, our technique results in very broadband struc-

TABLE 3 Structure Characteristics of the Optimized Divider
That Resonates at 900, 1800, 1900, and 2050 MHz, and Feeds
Two Resistive Loads ZAT � 60 � and ZBT � 72 �

Example 3 Case aa Case bb

Zoa1/Da1 79.34 �/0.122 
0 55.40 �/0.449 
0

Zoa2/Da2 114.36 �/0.186 
0 69.67 �/0.325 
0

Zoa3/Da3 125.88 �/0.268 
0 99.63 �/0.330 
0

Zoa4/Da4 97.42 �/0.241 
0 150.51 �/0.343 
0

Zob1/Db1 80.92 �/0.118 
0 71.88 �/0.465 
0

Zob2/Db2 97.78 �/0.195 
0 72.18 �/0.283 
0

Zob3/Db3 98.19 �/0.273 
0 71.65 �/0.353 
0

Zob4/Db4 84.55 �/0.231 
0 69.86 �/0.345 
0

a For case a: Frequencies: 900, 1800, 1900, and 2050 MHz; Required
CR/	�: 1/0°, 1/0°, 1/0°, and 1/0°; Resulted CR/	�: 1.000/�0.5°, 0.995/
0.0°, 1.006/0.0°, and 1.000/0.0°, respectively.
b For case b: Frequencies: 900, 1800, 1900, and 2050 MHz; Required
CR/	�: 1.5/0°, 1.5/0°, 1.5/0°, and 1.5/0°; Resulted CR/	�: 1.500/0.4°,
1.500/0.0°, 1.500/0.0°, and 1.500/0.0°, respectively.

Figure 4 Frequency response of the optimized divider that resonates at
900, 1800, 1900, and 2050 MHz, and feeds two resistive loads ZAT � 60
� and ZBT � 72 �

TABLE 4 Structure Characteristics of the Optimized Divider
that Resonates at 900, 1800, 1900, and 2050 MHz, and Feeds
Two Complex Loads ZAT � 100 � j15 � and ZBT � 200
� j40 �

Example 4 Case aa Case bb

Zoa1/Da1 106.68 �/0.207 
0 123.03 �/0.222 
0

Zoa2/Da2 80.38 �/0.285 
0 78.72 �/0.289 
0

Zoa3/Da3 90.64 �/0.187 
0 93.50 �/0.174 
0

Zoa4/Da4 123.69 �/0.110 
0 181.24 �/0.145 
0

Zob1/Db1 135.52 �/0.111 
0 155.44 �/0.093 
0

Zob2/Db2 77.24 �/0.184 
0 112.08 �/0.252 
0

Zob3/Db3 61.90 �/0.275 
0 100.82 �/0.361 
0

Zob4/Db4 84.02 �/0.239 
0 74.97 �/0.134 
0

a For case a: Frequencies: 900, 1800, 1900, and 2050 MHz; Required
CR/	�: 1/0°, 1/0°, 1/0°, and 1/0°; Resulted CR/	�: 1.000/0.0°, 1.000/0.0°,
1.002/�2.1°, and 1.000/0.0°, respectively.
b For case b: Frequencies: 900, 1800, 1900, and 2050 MHz; Required
CR/	�: 1.5/0°, 1.5/0°, 1.5/0°, and 1.5/0°; Resulted CR/	�: 1.500/0.4°,
1.500/0.0°, 1.498/�2.1°, and 1.500/0.0°, respectively.

Figure 5 Frequency response of the optimized divider that resonates at
900, 1800, 1900, and 2050 MHz, and feeds two complex loads ZAT � 100
� j15 � and ZBT � 200 � j40 �
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tures. Moreover, the technique has the ability to satisfy simulta-
neously many requirements at many frequencies, considering that
the terminal loads are not matched to the main transmission line
that feeds the divider. Therefore, the efficiency of the proposed
technique exceeds our expectations. In addition, the proposed
structure of the divider is compact and simple. The optimized
structures can be fabricated by using microstrip technology, and
thus they can be effectively used in many practical applications.
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ABSTRACT: In this article, the potential feasibility of integrating BST
films into Si wafer by adopting tunable interdigital capacitor (IDC) with

TiO2 thin film buffer layer is suggested. TiO2 as buffer layer is grown
onto Si substrate by atomic layer deposition and the coplanar IDC on
BaxSr1�xTiO3(500 nm)/TiO2(50 nm)/high resistivity Si (HR-Si) is fabri-
cated. BST interdigital tunable capacitors integrated on HR-Si substrate
with high tunability and low loss tangent are characterized for their
microwave performances. BST/HR-Si and BST/TiO2/HR-Si IDCs show much
enhanced tunability values of 31% and 40%, respectively as compared to
the value of 21% obtained with BST film on MgO single crystal substrate at
the bias of 5 kV/cm. BST/TiO2/HR-Si structure shows much improved figure
of merit of 504.4 as compared to 418.53 and 101.68 of BST/MgO and BST/
HR-Si structure, respectively. © 2007 Wiley Periodicals, Inc. Microwave
Opt Technol Lett 49: 2144–2148, 2007; Published online in Wiley Inter-
Science (www.interscience.wiley.com). DOI 10.1002/mop.22657

Key words: tunable capacitor; BaxSr1�xTiO3; ferroelectric; interdigital
capacitor

1. INTRODUCTION

In the recent wireless communication system field, a great diver-
sity of networks such as cellular network, personal area network,
wireless local area network, satellite, ultra-wide band, ubiquitous,
and optical network coexist. To realize global roaming, both for
voice and data application, all of these standards need to be
included in a various service radio terminal. Therefore, a compact
and low cost tunable device is indispensable for intelligent RF
applications satisfying multi-band or multi-mode standard. Tun-
able dielectric-based RF device technology is one of the suitable
solutions for intelligent RF applications. Specially, barium stron-
tium titanate, Ba1–xSrxTiO3 (BST), is being investigated with
considerable interest as a dielectric material for tunable microwave
device applications because of its large field dependent permittiv-
ity, high dielectric constant, and relatively low loss tangent. By
using these advantageous properties of BST, a number of advanced
high frequency tunable capacitors have been successfully demon-
strated and integrated into RF components, such as phase shifters,
RF filters, and oscillators, because of its large field dependent
permittivity, high dielectric constant, and relatively low loss tan-
gent [1, 2]. Today, the fabrication of BST-based tunable devices
have been done with only available in a small size geometry and
single crystal substrates such as MgO and LaAlO3, which can
provide low insertion loss, good lattice match, and good mechan-
ical support. As microwave integrated circuits largely rely on Si
technology with its low cost, large area, and high volume produc-
tion, there are of significant interests for BST based high frequency
devices onto Si substrate [3]. However, practical applications of
BST tunable devices on Si substrates are suppressed owing to the
high microwave losses related to the low resistivity of Si and
formation of low-K SiO2 by the reaction between the top BST and
Si substrate. In addition, high microwave insertion losses related to
low resistivity Si have served as a barrier against the realization of
BST and related device integration with Si microelectronics. To
solve these problems, first, high resistivity Si (HR-Si) is required
as the substrate for the minimization of microwave insertion
losses. Second, suitable oxide buffer layers are required be-
tween the top BST layers and Si substrates to control the
orientation and quality of the BST films. Our previous work,
which was focused on the low-frequency dielectric properties of
BST film grown on a Si substrate with a TiO2 buffer layer
grown by atomic layer deposition (ALD) at a low temperature
of 220°C, demonstrated that the TiO2 buffer layer significantly
increased the tunablity of the BST film and minimized power
loss via the Si substrates [1, 2].

In this article, we report on high tunability and improved
microwave loss properties of BST films on HR-Si by the insertion
of ALD-grown TiO2 buffer layer. The nonlinear dielectric prop-
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