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Energy-Latency Tradeoff in Ultra-Reliable
Low-Latency Communication

With Retransmissions
Apostolos Avranas, Marios Kountouris , Senior Member, IEEE, and Philippe Ciblat

Abstract— High-fidelity, real-time interactive applications are
envisioned with the emergence of the Internet of Things and
tactile Internet by means of ultra-reliable low-latency com-
munications (URLLC). Exploiting time diversity for fulfilling
the URLLC requirements in an energy efficient manner is a
challenging task due to the nontrivial interplay among packet
size, retransmission rounds and delay, and transmit power.
In this paper, we study the fundamental energy-latency tradeoff
in URLLC systems employing incremental redundancy (IR)
hybrid automatic repeat request (HARQ). We cast the average
energy minimization problem with a finite blocklength (latency)
constraint and feedback delay, which is non-convex. We propose
a dynamic programming algorithm for energy efficient IR-HARQ
optimization in terms of number of retransmissions, blocklength,
and power per round. Numerical results show that our IR-HARQ
approach could provide around 25% energy saving compared
with one-shot transmission (no HARQ).

Index Terms— URLLC, tactile Internet, IR-HARQ, energy
minimization, finite blocklength.

I. INTRODUCTION

CURRENT wireless networks have typically been
designed for increasing throughput and improving cov-

erage, focusing mainly on human-centric communication and
delay-tolerant content. The emergence of the Internet of
Things (IoT) we experience nowadays enables a transition
towards device-centric communication and real-time interac-
tive systems. Various socially useful applications and new
uses of wireless communication are currently envisioned in
areas such as industrial control, smart cities, augmented/virtual
reality (AR/VR), automated transportation, and tactile Inter-
net. Tactile Internet enables real-time connection between
people and objects and will be instrumental for supporting
low-latency, high-fidelity, control-type applications, such as
telesurgery, remote driving, and industrial remote monitor-
ing [1], [2]. The mission critical and societal aspect of tactile
Internet makes the support for very low end-to-end latency and
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extreme reliability required. The tolerable latency for tactile
Internet has been set to 1 ms and ultra-reliability is quantified
in terms of outage probability of 10−5 or even 10−7 [3].
Ultra-reliable low-latency communications (URLLC) lies in
the overlapped area of the IoT and tactile Internet and is
a key technology pillar in emerging mobile networks. Fifth
generation (5G) systems envision to support URLLC scenarios
with strict requirements in terms of latency (ranging from
1 ms and below to few milliseconds) and reliability (higher
than 99.999%).

Guaranteeing the URLLC requirements is a challenging task
since the performance is constrained by fundamental tradeoffs
between delay, throughput, energy and error probability. The
predominance of short messages for mission critical IoT,
together with the need to reduce the packet duration and
channel uses, impose that small blocklength channel codes
are also used. This results in a rate penalty term and trans-
mission rates with non-zero error probability, revisiting key
insights obtained via asymptotic information theoretic results.
Recent progress has quantified the effect of finite blocklength,
providing tight bounds and accurate normal approximation
for the maximum coding rate to sustain the desired packet
error probability for a given packet size [4], [5]. In order to
compensate for the reliability loss introduced by short packets,
reliable communication mechanisms creating diversity have
to be carried. A standard technique to improve transmission
reliability, which has been adopted in various wireless stan-
dards, is incremental redundancy (IR) hybrid automatic repeat
request (HARQ). However the benefits of time diversity could
be rather limited under stringent latency constraints as the
number of transmission rounds and channel uses is rather lim-
ited. Moreover, the benefit of feedback-based retransmissions
(even with error-free but delayed feedback) is questionable
since each transmit packet is much smaller due to energy and
latency constraints, thus more prone to errors. Additionally,
energy considerations, in particular power consumption, are
of cardinal importance in the design of tactile Internet, and
there is an inherent energy-latency tradeoff. A transmission
can be successful with minimum delay at the expense of
additional or high power usage. In the short-packet regime, this
interplay is more pronounced as latency is minimized when
all packets are jointly encoded, whereas power is minimized
when each packet is encoded separately. The general objective
of this work is to characterize the fundamental energy-latency
tradeoff and optimize IR-HARQ in URLLC systems.
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A. Related Work

Prior work has considered the problem of throughput
maximization by either adjusting the blocklength of each
IR-HARQ round using the same power [6] with only one
retransmission and the optimization is done through an exhaus-
tive search, or via rate refinement over retransmissions of
equal-sized and constant energy packets [7]. Equal-sized and
constant energy packets are considered while the initial rate
is maximized under a reliability constraint in [8]. In [9],
sphere packing is used for optimizing the blocklength of
every transmission with equal power. In [10], both power and
blocklength for one packet transmission (without HARQ) are
tuned to minimize the energy consumed by packets scheduled
in a FIFO manner. Wang et al. [11] optimize the blocklength
in order to maximize the rate. However, the optimization
problem considered therein is not subject to reliability and
latency constraints and can easily be solved using sequen-
tial differential optimization. Finally, [12] proposes a new
family of protocols and compares its throughput with a
dynamically optimized IR-HARQ. Many other work exists for
optimizing HARQ mechanism but the vast majority of them
consider infinite packet length, see for instance [13]–[16].
In [13], they consider a type-I HARQ with capacity-achieving
codes and the blocklength is adapted for improving the
throughput without any constraint on the packet reliabil-
ity or latency. Jabi et al. [16] assume infinite blocklength
and consider length adaptation in order to maximize the
throughput (and not minimizing the energy spent as in our
work); the energy efficiency of the optimal solution is checked
afterwards.

B. Contributions

In this paper, we analyze the fundamental tradeoff between
latency (in terms of feedback and retransmission delay) and
average consumed energy in the finite blocklength regime for
URLLC systems with IR-HARQ. Considering that packets
have to be decoded with a certain error probability and
latency, we provide an answer whether it is beneficial to do
one-shot transmission (no HARQ) or split the packet into
sub-codewords and use IR-HARQ. We propose a dynamic
programming algorithm for energy efficient IR-HARQ opti-
mization in terms of number of retransmissions, blocklength
and power per round. Furthermore, the impact of feedback
delay on the energy consumption and IR-HARQ performance
is also investigated. Finally, we investigate the asymptotic
(infinite blocklength) regime and derive an expression for
the solution of the average energy minimization problem.
Numerical results show that our IR-HARQ approach could
provide around 25% energy saving compared to one-shot
transmission.

II. SYSTEM MODEL

We consider a point-to-point communication link, where the
transmitter has to send B information bits within a certain
predefined latency, which can be expressed by a certain
predefined maximum number of channel uses, denoted by N .
If no ARQ/HARQ mechanism is utilized, the packet of B

bits is transmitted only once (one-shot transmission) and its
maximum length is N . When a retransmission strategy is
employed, we consider hereafter IR-HARQ with M transmis-
sions (rounds), i.e., M − 1 retransmissions. Setting M = 1,
we recover the no-HARQ case as a special case of the retrans-
mission scheme. We denote nm with m ∈ {1, 2, . . . , M} the
number of channel uses for the m-th transmission.

The IR-HARQ mechanism operates as follows: B infor-
mation bits are encoded into a parent codeword of length�M

m=1 nm symbols. Then, the parent codeword is split into
M fragments of codeword (sub-codewords), each of length
nm. The receiver requests transmission of the m-th sub-
codeword only if it is unable to correctly decode the message
using the previous 1 to m − 1 fragments of the codeword.
In that case, the receiver concatenates the first till m-th
fragments and attempts to jointly decode it. We assume that
the receiver knows perfectly whether or not the message is
correctly decoded (through CRC) and ACK/NACK is received
error free but with delay. The effect of feedback error is
discussed in Section VI. Every channel use (equivalently
the symbol) requires a certain amount of time, therefore
we measure time by the number of symbols contained in
a time interval. The latency constraint is accounted for by
translating it into a number of channel uses as follows:
we have

�M
m=1 (nm + D(�nm)) ≤ N where �nm is the

tuple (n1, n2, . . . , nm) and D(·) is a penalty term introduced
at the m-th transmission due to delay for the receiver to
process/decode the m-th packet and send back acknowledg-
ment (ACK/NACK). The penalty D(·) on the m-th round
may depend on the previous transmissions, i.e., �nm−1, since
IR-HARQ is employed and the receiver applies a decoding
processing over the entire �nm.

The channel is considered to be static within the whole
HARQ mechanism, i.e., there is only one channel coefficient
value for all the retransmissions associated with the same
bytes. This is a relevant model for short-length packet commu-
nication and IoT applications. Indeed, for a system operating at
carrier frequency fc = 2.5 GHz, for a channel coherence time
Tc = 1 ms (so equal to the URLLC latency constraint, i.e., the
maximum duration of all the retransmissions associated with
the same bytes), the maximal receiver speed to satisfy the static
assumption is v = cBd/fc ≈ 180 km/h, where Bd = 0.423/Tc

[17, (8.20)] is the Doppler spread and c is the speed of light.
So for any device whose speed is smaller than 180 km/h,
the channel is static during the HARQ process. This is a
relatively high speed for most mission-critical IoT or tactile
Internet applications. Therefore, our communication scenario
consists of a point-to-point link with additive white Gaussian
noise (AWGN). Specifically, in m-th round, the fragment
(sub-codeword) cm ∈ Cnm is received with power Pm =
||cm||2

nm
and distorted by an additive white circularly-symmetric

complex Gaussian random process with zero mean and unit
variance. As the channel is static along with the transmission,
the channel gains are constant and the noise variance is
assumed equal to one without loss of generality. The power
allocation applied during the first m rounds is denoted by
�Pm = (P1, . . . Pm).



AVRANAS et al.: ENERGY-LATENCY TRADEOFF IN URLLC WITH RETRANSMISSIONS 2477

III. PROBLEM STATEMENT AND PRELIMINARIES

The objective of this paper is twofold: i) to derive the
best HARQ mechanism that minimizes the average consumed
energy for a given packet error probability and latency con-
straint (URLLC requirements) by optimally tuning both �nM

and �Pm for a prefixed M (number of transmissions per HARQ
mechanism), and ii) to find the optimal number of transmission
rounds M for different feedback delay models.

The first step for reaching the above objectives is to charac-
terize the probability of error in the m-th round of the HARQ
mechanism as a function of �nm and �Pm. To derive the packet
error probability in short-packet communication, we resort to
results for the non-asymptotic (finite-blocklength) regime [4].

In IR-HARQ with (m−1) retransmissions, the packet error
probability or equivalently the outage probability, denoted by

�m, can be expressed as �m = P

�
m�

i=1

Ωi

�

where Ωm is the

event “the concatenation of the first m fragments of the parent
codeword, which have length �nm and energy per symbol �Pm,
is not correctly decoded assuming optimal coding”.

When an infinitely large blocklength is assumed, an error
occurs if the mutual information is below a threshold and for
IR-HARQ, it can easily be seen that for k < m we have
Ωm ⊆ Ωk [18], [19], which leads to �m = P(Ωm). In contrast,
when a real coding scheme (and so finite blocklength) is used,
the above statement does not hold anymore and an exact
expression for �m seems intractable. Therefore, in the majority
of prior work on HARQ (see [19] and references therein),
the exact outage probability �m is replaced with the simplified
εm defined as εm = P(Ωm), since εm and �m perform quite
closely when evaluated numerically. Note that for m = 1 the
definitions coincide and ε1 = �1 = P(Ω1). In the remainder of
the paper, we assume that this approximation is also valid in
the finite blocklength regime as in [6] and [11]. Then, εm can
be upper bounded [4, Lemma 14 and Th. 29] and also lower
bounded as in [20] by employing the ζβ-bounds proposed
in [4]. Both bounds have the same first two dominant terms
and the error probability is approximately given by

εm ≈ Q

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

m	

i=1

ni ln(1 + Pi) − B ln 2



�
�
�

m	

i=1

niPi(Pi + 2)
(Pi + 1)2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

(1)

where Q(x) is the complementary Gaussian cumulative
distribution function. For the sake of clarity, we may
show the dependency on the variables, i.e., εm(�nm, �Pm) or
εm(n1, n2, . . . , P1, P2, . . .) instead of εm, whenever needed.

Notice that some works have tried to approximate more
accurately the term �m or εm [21]–[23]. For instance,
Polyanskiy et al. [21] provide more involved expressions for
�m, but the feedback scheme considered is different from ours;
the feedback time index in [21] is not predefined (it is a
random variable) and is adapted online. In [22], tighter yet
more complicated expressions for �m are provided for certain
channel coding schemes. Martinez and Fàbregas [23] used

saddlepoint approximation to find a tight approximation of εm,
especially for binary erasure channels (BEC). Unfortunately,
no closed-form expressions are provided for AWGN channel
and significant effort (which goes beyond the scope of our
paper) is required in order to adapt the saddlepoint approx-
imation of [23] to AWGN channels. Therefore, we consider
that using the Gaussian approximation of [4] provides a very
good tradeoff between analytical tractability and tightness of
the approximations.

IV. OPTIMIZATION PROBLEM

We employ an IR-HARQ with M − 1 retransmissions with
variable blocklengths and powers over rounds. We first address
the problem of minimizing the average energy consumed
to achieve a target reliability Trel (e.g. Trel = 99.999%
in 3GPP URLLC or equivalently an outage probability Pout =
1 − Trel = 10−5) without violating the latency constraint�M

m=1 (nm + D(�nm)) ≤ N by properly setting �nM and �PM .

A. Optimization Problem

Letting ε0 = 1, the problem is mathematically formulated
as follows:

Problem 1: Minimization of the average energy consumed
by a HARQ mechanism leads to

min
�nM , �PM

M	

m=1

nmPmεm−1 (2)

s.t.
M	

m=1

(nm + D(�nm)) ≤ N (3)

εM ≤ 1 − Trel (4)

�nM ∈ N
M
+,∗ (5)

�PM ∈ R
M
+ (6)

where N+,∗ is the set of positive integers, and R+ corresponds
to the set of non-negative real-valued variables.

To illustrate how feedback delay can impact the perfor-
mance, we consider two different models:

• The first model assumes a constant delay per retransmis-
sion, i.e., D(�nm) = d. This simple model corresponds to
the current real communication systems (e.g., 3GPP LTE)
where the feedback is sent back through frames that are
regularly spaced in time.

• The second model assumes a non-constant delay per
retransmission and that feedback is sent right after
the decoding outcome at the receiver side. In that
case, the limiting factor to send back the feedback is
the processing time required by the receiver to decode the
message. We consider this time to be proportional to the
size of the set of sub-codewords the receiver has already
received. Therefore, after the m-th transmission, we have
D(�nm) = r

�m
i=1 ni with r a predefined constant.

Notice that our paper can be also applied when the same
number of symbols per transmission is used (nm = n, ∀m)
since one can still optimize the power per transmission. But,
except otherwise stated, we hereafter address the general case
of variable blocklength per transmission (nm �= nm′ , ∀m, m�)
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Fig. 1. Average consumed energy versus (n1, P1) for N = 400, B =
32 bytes, and Trel = 99.999%. The red asterisk marks the minimum.

as a means to study the maximum capability of IR-HARQ to
improve the performance. Evidently, having fixed block size
per transmission is a simplified version of our general problem.

Problem 1 is a Mixed Integer Nonlinear Programming
(MINLP) problem and a first approach to overcome its hard-
ness is to relax the integer constraint by looking for �nM ∈
RM

+,∗ instead of �nM ∈ NM
+,∗. Even with that relaxation,

the problem remains hard in the sense that the non-linearity
cannot be managed through convexity properties of the relaxed
problem. Indeed, in Figure 1 we plot the objective function
of Problem 1 for M = 2, D(�nm) = 0 and equality in the
latency and reliability constraints, i.e., (3) and (4) in order to
have only a 2D search on variables (n1, P1). We observe that
the objective function is neither convex nor quasi-convex nor
biconvex, consequently standard convex optimization methods
cannot be used.

Therefore, our objective is not providing a closed-form
optimal solution for Problem 1 but deriving a low complexity
algorithm finding the optimal solution. In the next two sub-
sections, we show that Problem 1 can be written with equality
in its constraints, and that a dynamic programming algorithm
can be used to find the optimal solution.

B. Low Complexity Algorithm With Equality Constraints

We first start with the simple case where no delay penalty
is considered (D(�nm) = 0, ∀m).

Result 1: When D(�nm) = 0, ∀m, the optimal solution of
Problem 1 satisfies the latency constraint given by (3) and the
reliability constraint given by (4) with equality.

This result has two consequences:
(i) Equality in (3) and (4) enables us to reduce the number of

variables since one nm and one Pm can be removed from
the unknown variables, i.e., we search over 2(M − 1)
instead of 2M variables. In the conference version of
our work [24], we have treated the case of M = 2,
which leads to a 2D search instead of a 4D search. But
as M becomes larger, the two equalities are insufficient
to significantly reduce the computational cost of the
optimization algorithm.

(ii) Equality in (3) implies that it is advantageous to send as
many symbols as possible during transmission but with
less energy used for each symbol. In other words, given
an energy budget, it is preferable to spread this budget
into many symbols with low power rather than to few
ones with high power.

Proving the above result requires the following lemmas:
Lemma 1: The optimal solution of Problem 1, denoted by

(�n�
M , �P �

M ), satisfies εM−1 > εM .
Proof: Let �P �

M = (�P �
M−1, P

�
M ). If εM−1 ≤ εM at

(�n�
M , �P �

M ), then (�n�
M , �P �

M ) with �P �
M = (�P �

M−1, 0) offers a
lower consumed average energy since the last term in the
sum of the objective function can be removed while the other
terms remain identical. This leads to a contradiction preventing
εM−1 ≤ εM at the optimal point.

Lemma 2: If (�n†
M , �P †

M ) satisfies εM−1 > εM , then the
function P �→ εM (�n†

M , �P †
M−1, P ) is decreasing in the neigh-

borhood of P †
M .

Proof: See Appendix A.
Lemma 2 enables us to force the constraint (4) to be

satisfied in equality, and so proves the second part of Result 1.
To prove that, we assume that the optimal point (�n�

M , �P �
M )

satisfies εM < 1 − Trel. According to Lemma 1, we know
that εM−1 > εM . Consequently, according to Lemma 2, P �

M

can be decreased to P �
M such that εM < 1 − Trel is still

true (due to continuity of the function). This implies that
(�n�

M , �P �
M−1, P

�
M ) is a better solution than the optimal one,

which leads to contradiction preventing εM < 1 − Trel at the
optimal point.

For proving that equality in constraint (3) is required at the
optimal point, we need to establish the following result.

Lemma 3: Let B = {(n1, · · · , nM , P1, · · · , PM ) ∈
R2M

+,∗|0.5 > ε1(n1, P1) > εM (n1, .., nM , P1, . . . , PM ) >

Q(
√

2B ln 2/3)}. As long as
(an1, n2, .., nM , P1/a, P2, . . . , PM ) ∈ B, ε1(an1, P1/a)
and εM (an1, n2, .., nM , P1/a, P2, . . . , PM ) are decreasing
with respect to a.

Proof: See Appendix B.
Lemma 3 enables us to force the constraint (3) to be satisfied

in equality, and so proves the first part of Result 1 as soon
as the optimal point belongs to B, i.e., satisfies 0.5 > ε1 >
εM = 1 − Trel > Q(

√
2B ln 2/3). To prove that, we assume

that the optimal point (�n�
M , �P �

M ) satisfies
�M

m=1 n�
m < N . For

any a > 1 such that (an�
1, n

�
2, .., n

�
M , P �

1 /a, P �
2 , . . . , P �

M ) ∈ B
and an�

1 +
�M

m=2 n�
m ≤ N yields a better solution. And there

exists at least one a > 1 in B by continuity of ε1 and εM

with respect to a. Actually an�
1 may belong to R+,∗ instead of

N+,∗. To overcome this issue, we assume that the scheme with
a = (n�

1 + 1)/n�
1 is still in B, i.e., increasing the blocklength

of the first fragment by one symbol does not bring us out of B.
We consider now the case of D �= 0. The nonzero feedback

delay does not modify Result 1 for the reliability constraint (4).
For the latency constraint (3), the extension of Result 1 is
less obvious, and the reasoning depends on the type of delay
feedback model:

• For D(�nm) = d, ∀m, we can simply consider Problem 1
with blocklength N � = N − �Md�, where �·� stands for
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the ceiling operator, and no delay penalty. Therefore the
latency constraint is equivalent to the following equality:

M	

m=1

nm = N − �Md�. (7)

• For D(�nm) = r
�m

i=1 ni, ∀m, lemma 3 should be
cautiously employed. Indeed, increasing the blocklength
of the first fragment by one leads to an increase in
the feedback delay at each fragment by �r�. After M
transmissions, the additional delay is at most M�r�.
We know that the optimal solution lies in the following
interval

N − M�r� ≤
M	

m=1

(nm + D(�nm)) ≤ N, (8)

since the right-hand side (RHS) inequality in (8) ensures
the latency constraint, and the left-hand side inequality in
(8) is necessary for the optimal solution. Indeed, without
this inequality, it is still possible to expand the first round
by one without violating the latency constraint, hence
obtaining a better solution than the optimal one, which
leads to a contradiction.

In addition to the previous result and lemmas, we have the
following result, which only holds when D(�nm) = 0, ∀m.

Result 2: When D(�nm) = 0, ∀m, and given Trel and N ,
increasing the number of retransmissions M always yields a
lower optimal average energy.

Proof: See Appendix C.
Result 2 implies that when ideal feedback and no delay are

guaranteed, a HARQ mechanism is always beneficial, i.e., it
is always preferable to split the sub-codewords into smaller
sub-codewords.

C. Low Complexity Algorithm With Dynamic Programming

In the previous subsection, the set of feasible points has been
reduced without losing optimality (as established from Result
1) and as a consequence, the search for the optimal solution of
Problem 1 has been simplified. Nevertheless, due to the lack
of convexity or other favorable properties for the objective
function, an exhaustive search seems to be required. That
involves the need for power quantization, which introduces
an approximation error (denoted by θ). The procedure is
as follows: first, �nM−1 and �PM−1 are fixed; then, nM is
obtained through (3) with equality, and PM is subsequence
obtained through a bisection method for solving (4) with
equality. The bisection method is possible since Lemma 2
establishes the monotonicity of εM . Finally, it remains to
perform a 2(M − 1)-D exhaustive search to solve Problem 1.
The described brute force algorithm yields a complexity
in O(NM−1(1/θ)M−1 log(1/θ)). If M is small enough
(typically less than 3), the algorithm can be implemented.
However, when M is large, performing exhaustive search is
prohibitively costly and an alternative approach is required.
For that, we propose an algorithm based on dynamic program-
ming (DP). We start from the case of zero delay feedback.

We assume the optimal solution to belong in B (as stated
in Lemma 3) so (3) and (4) become equalities. Let the state
at the end of the round m

Sm = (Nm, Vm, cm)

with Nm =
�m

i=1 ni, Vm =
�m

i=1 niPi(Pi+2)/(Pi+1)2, and
cm = Q−1(εm). The state sequence forms a Markov chain,
i.e., p(Sm|Sm−1, · · ·S1) = p(Sm|Sm−1) since we have

Nm = Nm−1 + nm (9)

Vm = Vm−1 + nm

�

1 − 1
(Pm + 1)2

�

(10)

cm =
cm−1

�
Vm−1 + nm ln(1 + Pm)√

Vm

(11)

and the way to go from Sm−1 to Sm depends only on
the current round m through nm and Pm. Notice that the
assumption in Lemma 3 ensures cM = Q−1(1 − Trel) and
0 ≤ c1 ≤ cM ≤ √

2B ln 2/3, while Result 1 ensures
NM = N .

The idea comes from the fact that the m first components
of the objective function can be written as follows

m	

i=1

niPiεi−1 =
m−1	

i=1

niPiεi−1 + ΔE(Sm−1, Sm) (12)

where ΔE(Sm−1, Sm) = nmPmεm−1. Let E�(Sm) be the
minimum average energy going to the state Sm. According
to (12), it is easy to prove that

E�(Sm) = min
∀ possible Sm−1

{ΔE(Sm−1, Sm) + E�(Sm−1)}
(13)

since our problem boils down to the dynamic programming
framework, and so Viterbi’s algorithm can be used.

Compared to the exhaustive search, the complexity is sig-
nificantly reduced, but can be still very large depending on
the number of states Sm−1 and Sm that has to be tested
in (13). First, we see that the set of states Sm for m ∈
{1, · · · , M} is not R3 but a much smaller set. Indeed the first
component, we have Nm ∈ Nd = {1, 2, . . . , N}. For the sec-
ond component, we have Vm ∈ Vd = (0, min(Nm, cm +�

c2
m + 2B ln 2)) since

�m
i=1 ni ln(1+Pi)−B ln 2 = cm

√
Vm

and
�m

i=1 ni ln(1 + Pi) ≥ Vm/2 (as P (P + 2)/(1 + P )2 <
2 ln(1 + P )), which implies that Vm/2 − B ln 2 ≤ cm

√
Vm

and so Vm ≤ cm +
�

c2
m + 2B ln 2. For the third component,

we need the next Lemma
Lemma 4: If D(�nm) = 0 then the optimal solution

(�n�
M , �P �

M ) satisfies ε1 > ε2 > . . . > εM , and so c1 < c2 <
. . . < cM .

Proof: See Appendix D.
According to Lemma 4, we have cm ∈ Cd = [0, Q−1(1−Trel)].

Now focusing on the Sm−1 case, we straightforwardly have

(m − 1)nmin ≤ Nm−1 ≤ Nm − nmin (14)

Vm − nm ≤ Vm−1 ≤ min{Vm, Nm−1} (15)

where nmin is the minimum blocklength of the transmitted
packets. Finally, given the target Sm and (Nm−1, Vm−1) there
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is at most one feasible cm−1 which emerges from (10)-(11)

cm−1 =
cm

√
Vm + 2(Nm − Nm−1) ln

�
1 − Vm−Vm−1

Nm−Nm−1

�

�
Vm−1

.

(16)

Let us now focus on the initialization. When M = 1,
the states S1 are 2D since given (N1, c1) there can be only
one feasible P1 (and so V1) which satisfies the equation
ε1(N1, P1) = Q(c1). Therefore we start from M = 2. To find
E�(S2), we need to minimize over only one variable (N1),
which renders this case computationally easier. Formally,

E�(N2, V2, c2) = min
N1

N1P1 + n2P2ε1(N1, P1)

s.t. n2 = N2 − N1

V2 =
N1P1(P1 + 2)

(P1 + 1)2
+

N2P2(P2 + 2)
(P2 + 1)2

ε2(N1, P1, n2, P2) = Q(c2). (17)

Letting the approximation error due to quantization of V
and c be θV and θc, respectively, then the complexity is of
order O(MN2( 1

θV
)2 1

θc
). In other words, the complexity of

the dynamic programming algorithm is linear with respect
to M , whereas the complexity of exhaustive search is
exponential in M .

Extension of the above algorithm to the case of non-zero
delay is easy when D(�nm) = d since we can simply reconsider
the problem as having available blocklength N � = N −�Md�
and no delay penalty. When D(�nm) = r

�m
i=1 ni more

changes are required: first, Nm now represents the available
latency at the m-th round, second, an additional data structure
Nnet is needed which stores the number of symbols sent disre-
garding the delays, and third to find every E�((Nm, Vm, cm))
an additional search within the states (N, Vm, cm), ∀N ∈
[Nm − m�r�, Nm − 1] is employed.

V. ASYMPTOTIC REGIME

The minimum average energy for sending a fixed number
of B information bits is a decreasing function with respect
to the latency N . Indeed, as seen in Problem 1, the optimal
solution for a given N is a feasible solution of (N + 1) and
so equal or worse than the optimal solution for the latency
(N+1). In following result, we prove that the optimal solution
converges to an asymptotic value when N → ∞.

Result 3: When N → ∞, the minimum average energy of
Problem 1 for fixed M is given by

E�
as(M, B) = min

(E1,··· ,EM)
r(E1, · · · , EM )

s.t.
M	

m=1

Em = E∞
No−HARQ (18)

with

r(E1, · · ·, EM ) = E1 +
M	

m=2

Q

⎛

⎝
�m−1

i=1 Ei − B ln 2
�

2
�m−1

i=1 Ei

⎞

⎠ Em

(19)

and E∞
No−HARQ = (Q−1(1−Trel))

2

2

�
1+

�
1 + 2B ln 2

(Q−1(1−Trel))2

�2

.
Proof: See Appendix E.

Fig. 2. Minimum average energy (when N → ∞) versus M .

Note that E∞
No−HARQ corresponds to the required average

energy when N → ∞ for the case of no HARQ and can also
be obtained from [4, eq. (4.309)]. As an illustration, in Figure 2
we plot E�

as(M) versus M for different B and Trel. We also
plot two curves corresponding to the minimum energy, one
given in [21, Th. 3] for no feedback (“no-fb” in the figure)
and the other (“stop-fb” in the figure) given in [21, Th. 10]
where ACK/NACK feedback is sent after the transmission of
each symbol. Actually, the “no-fb” line corresponds to our
case M = 1 when removing its third-order term. The “stop-
fb” line is close to our eq. (20) since its adaptive feedback
can be mimicked in our case if infinite available number of
transmissions are considered.

When N → ∞, a non-zero delay feedback - irrespectively
of the model considered - does not impact the asymptote
value since the latency constraint vanishes, which makes that
Result 2 still holds.

When M also grows to infinity, we have an additional result.
Result 4: When M → ∞, the asymptotic minimum average

energy stated in Result 3 behaves as follows:

lim
M→∞

E�
as(M) =

� E∞
No−HARQ

0

Q

�
E − B ln 2√

2E

�

dE. (20)

Proof: See Appendix F.
Given B, increasing Trel to T rel also increases E∞

No−HARQ

to E
∞
No−HARQ, which implies that limM→∞ E�

as(M) <

limM→∞ E
�

as(M). In Figure 2, these limit values cannot
be distinguished and seem to coincide since they are very
close to each other. This happens because, as it easily can
be shown, limM→∞ E

�

as(M) − limM→∞ E�
as(M) < (1 −

Trel)(E
∞
No−HARQ − E∞

No−HARQ) and Trel is very small.

VI. NUMERICAL RESULTS AND DISCUSSION

In this section, we provide numerical results to validate our
analysis. We consider B ≥ 32 bytes and Trel > 99.99999%,
i.e., 1 − Trel � Q(

√
2B ln 2/3) ≥ 1.7 · 10−10 always holds.

Furthermore, we consider n1 and P1 such that ε1 < 0.5.
Consequently, the assumption on B in Lemma 3 is not
restrictive. The latency constraint (3) is simplified either
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Fig. 3. Performance analysis when D(�nm) = 0.

Fig. 4. Performance analysis for B = 32 Bytes and Trel = 99.999%.

according to (7) for fixed delay feedback model (including
D = 0) or according to (8) for the linear delay feedback
model.

First, we assume D = 0. In Figure 3a, we plot the
minimum average energy versus N and confirm that the
energy for sending B information bits decreases when N
increases. Additionally, the energy attains the asymptotic value
predicted by Result 3. Moreover, we confirm Result 2, since
the minimum average energy decreases when M increases for
the case of zero delay feedback; however, the gain becomes
negligible when M is large enough. In Figure 3b, for the same
B and Trel as in Figure 3a, we plot the energy gain by using
HARQ with M rounds over M = 1 (denoted as ENo−HARQ).
We observe that the energy gain monotonically increases when
N grows. As the latency constraint becomes more stringent,
the benefit from employing HARQ diminishes.

In Figure 3c, we plot the energy gain for different values
of M versus B when N → ∞. The energies and the
corresponding gains are derived using Result 3. The higher
the reliability or the lower B, the higher the gain. This remark
also holds for non-zero delay feedback since we are in the
asymptotic regime.

We consider now D(�nM ) �= 0 unless otherwise stated.
In Figure 4a, we plot the minimum average energy versus
M for different delay feedback models (solid lines for fixed

delay and dashed line for the linear delay model). When
d > 0, splitting the packet/transmission in rounds is not always
advantageous and we observe that an optimal bounded value
of M , denoted by M�, exists. Indeed, for small values of
M , the delay penalty is small and it is still of interest to split,
whereas when M is large, the value of N � in (7) becomes very
low and there is no gain to split further. The same statement
holds when the linear delay feedback model is applied.

In Figure 4b, we plot M� versus N restricting M ≤ 8. The
delay penalties become more significant when N decreases
when eventually prevents from using an HARQ mechanism.
Therefore, M� increases with respect to N . In the case of
linear delay feedback model, M� increases much slower than
in the fixed delay feedback model since the effect of delay in
the energy consumption is higher when M increases.

The effect of feedback error is investigated assuming that
the feedback error is modeled by a binary symmetric chan-
nel (BSC) with error probability p as in [25]. Ef (p) denotes
the average consumed energy and εf denotes the overall
error probability when feedback error p is considered. Closed-
form expressions with respect to p can be obtained for Ef

and εf (not reported here due to space limitation) using
results from [25]. In Figure 4c for some optimal configuration
(�n�

M , �P �
M ) we plot (i) the relative loss in energy, i.e., (Ef (p)−

Ef (0))/Ef (0) and (ii) εf versus p. We observe that there is
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only a slight increase of the consumed energy, even for bad
feedback channels. In contrast, the reliability is significantly
affected by feedback errors except when p is small enough
compared to (1−Trel). Indeed, if p < 0.1(1−Trel), then the
URLLC requirements are still satisfied. Hence, the feedback
has to be protected on the control channel according to this
error probability constraint; this is relatively easy to achieve
without consuming a lot of resources since it is just one bit.

VII. CONCLUSION

In this paper, we have characterized the energy-latency
tradeoff in URLLC systems with retransmissions in the finite
blocklength regime and showed how IR-HARQ can be opti-
mized by tuning the number of rounds, the blocklength and
the transmit power. A dynamic programming algorithm for
solving the non-convex average energy minimization problem
subject to URLLC constraints is provided. The main takeaway
of this paper is that a properly optimized IR-HARQ scheme
can be beneficial in terms of energy as long as the feedback
delay is reasonable compared to the packet size. Future work
could study how frequency and/or space diversity can alter
the tradeoff and the IR-HARQ design. Further extensions
of this framework may include the analysis of fading and
multi-antenna systems with both perfect and imperfect channel
knowledge.

APPENDIX A
PROOF OF LEMMA 2

Let us denote by ∂εM/∂P the derivative function of P �→
εM (�n†

M , �P †
M−1, P ). We will prove that ∂εM/∂P|P=P †

M
< 0.

By change of variables y = 1/(P + 1)2 and putting y† =
1/(P †

M + 1)2, we show that

∂εM

∂P
< 0 at P = P †

M ⇔ ∂εM

∂y
> 0 at y = y†

⇔ h(y) > 0 at y = y† (21)

where h(y) = k2 − yk1 + nM (1 − y + y ln(y)/2)
with k1 =

�M−1
i=1 ni ln(1 + Pi) − B ln 2 and k2 =

�M−1
i=1 ni

�
1 − 1/(1 + Pi)2

�
. It is easy to prove that h(y)

is a monotonically decreasing function. If h(1) ≥ 0, then
(21) is straightforwardly satisfied. If h(1) < 0, then it exists
y0 ∈ (0, 1) such that h(y0) = 0. So for y ∈ [y0, 1], we get
h(y) ≤ 0, which implies that εM is decreasing with respect to
y. As a consequence, for y ∈ [y0, 1] and so the corresponding
P (y), we have εM (�n†

M , �P †
M−1, P (y)) ≥ εM (�n†

M , �P †
M−1, 0) =

εM−1(�n
†
M−1,

�P †
M−1) which prevents to have P (y) = P †

M

according to the assumption εM−1 ≥ εM on the analyzed
point. Consequently, y† does not belong to [y0, 1], and belongs
to (0, y0) where (21) holds.

APPENDIX B
PROOF OF LEMMA 3

Let ε1 = Q(F1(a)) and εM = Q(F (a)) where

F1(a) =
g1(a) − c
�

g2(a)
and F (a) =

g1(a) + c1 − c
�

g2(a) + c2

,

with g1(a) = an1 ln(1+ P1
a ), g2(a) = an1(1−1/(1+P1/a)2),

c1 =
�M

m=2 nm ln(1 + Pm), c2 =
�M

m=2 nm(1 − 1/(1 +
Pm)2), and c = B ln 2. As we consider a point in B, we get

ε1 < 0.5 ⇔ an1 ln(1 + P1/a) > c ⇒ E1 > B ln 2 (22)

where E1 = n1P1. To prove (22), we use the inequality ln(1+
x) ≤ x when x ≥ 0. Once again, belonging to B leads to

F1(a) ≤ F (a) ≤
√

2B ln 2/3. (23)

We want to show that ε1 and εM are decreasing functions
with respect to a, i.e., F �

1(a) ≥ 0 and F �(a) ≥ 0 where f �(a)
stands for df/da for any mapping f . As g1(a), g2(a), g�1(a)
and g�2(a) are strictly positive, we have

F �
1(a) ≥ 0 ⇔ 2g�1(a)g2(a) ≥ g�2(a)(g1(a) − c) (24)

⇔ c ≥ E1H(P1/a) (25)

and

F �(a) ≥ 0 ⇔ 2g�1(a)(g2(a) + c2) ≥ g�2(a)(g1(a) + c1 − c)
(26)

⇔ c ≥ E1H(P1/a) + (c1 − K(P1/a)c2) (27)

where

x �→ H(x) =
2x + 4 − ln(1 + x)( 4

x + x + 3)
x(x + 3)

,

and

x �→ K(x) =
2(x + 1)3

�
ln(1 + x) − x

x+1

�

x2(x + 3)
.

After some algebraic manipulations, (24) and (26) are
equivalent to

F1(a) ≤ 2g�1(a)
�

g2(a)
g�2(a)

=
�

E1W (P1/a, 0) (28)

F (a) ≤ 2g�1(a)
�

g2(a) + c2

g�2(a)
=

�
E1W (P1/a,

c2

E1
) (29)

with

(x, y) �→ W (x, y) = K(x)

�

y +
x + 2

(1 + x)2
. (30)

We want now to prove that either (25) or (28) holds for any
x > 0, and either (27) or (29) holds for any x > 0. For that,
we split the analysis into two intervals on x.

• If x ∈ (0, 484): the function x �→ W (x, 0) is a
positive unimodal function converging to zero when
x → ∞. For x ∈ (0, 484), it is easy to check
that W (x, 0) ≥ W (0, 0) =

√
2/3. As W (x, y) >

W (x, 0) for any y ≥ 0, we obtain that
√

E1W (x, y) ≥√
E1W (x, 0) ≥ √

2E1/3. Due to (22), we have√
E1W (x, y) ≥ √

E1W (x, 0) ≥ √
2B ln 2/3. According

to (23), we check that
√

E1W (x, y) ≥ √
E1W (x, 0) ≥

F (a) ≥ F1(a). Therefore, (28) and (29) hold.
• If x ∈ [484,∞): in that interval, we can see that H(x) ≤

0, which implies that (25) holds.
It now remains to check that either (27) or (29) holds.
For doing so, we distinguish two cases:
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◦ If c1 ≤ 10.37c2: one can check that K(x) is
an increasing function. Therefore for x ≥ 484,
we get K(x) ≥ K(484) > 10.37. Consequently,
c1 − K(x)c2 < 0. As H(x) ≤ 0 too for x ≥ 484,
it is easy to show that (27) holds.

◦ If c1 > 10.37c2: this inequality leads to

M	

m=2

nm ln(1 + Pm)−10.37nm

�

1− 1
(1+Pm)2

�

>0

which forces that there exists at least one
mx ∈ {2, . . . , M} such that nmx ln(1 + Pmx) >
10.37nmx(1− 1/(1 + Pmx)2) > 0 ⇒ Pmx > 31866
which implies that c2 ≈ �

m∈{2,..,M}\mx
nm(1 −

1/(1 + Pm)2) + nmx ⇒ c2 > nmx . Conse-
quently, according to (30),

√
E1W (x, c2/E1) ≥

K(484)√nix ≥ 10.37 · √1. If (29) does not hold,
one can see that εM < Q(10.37) ≈ 1.7·10−25.
As this error does not correspond to any reasonable
operating point, we consider that (29) holds.

APPENDIX C
PROOF OF RESULT 2

Consider the last round M where for the optimal point
(�n�

M , �P �
M ), we know that εM−1 > εM (see Lemma 1 and

its related proof for more details). For x ∈ [0, n�
M ], let

F (x) = Q

⎛

⎝x ln(1+P �
M ) +

�M−1
i=1 n�

i ln(1 + P �
i )−B ln 2

�
x

P �
M (P �

M+2)

(P �
M +1)2 +

�M−1
i=1 ni

P �
i (P �

i +2)

(P �
i +1)2

⎞

⎠.

We know that F (0) = εM−1 > εM = F (n�
M ) and that

F (·) is a continuous (not necessary monotonically decreasing)
function. Therefore, it exists x0 ∈ (0, n�

M ) such that F (0) <
F (x0) < F (n�

M ). If F is smooth enough, it exists an integer
n ∈ {1, 2, . . . , n�

M − 1} (typically equal to �x0� or �x0�)
such that εM−1 > F (n) > εM . Then, the new point of M +1
rounds, which is (�n�

M−1, n, n�
M − n, �P �

M−1, P
�
M , P �

M ), leads
to the following average energy

M−1	

m=1

n�
mP �

mεm−1 + nP �
MF (n) + (n�

M − n)P �
MεM−1,

which is smaller that the average energy provided by the
point (�n�

M , �P �
M ). Obviously the reliability constraint (given

by εM ) remains unaltered and the latency constraint does
not change since D(�nm) = 0. So increasing the number of
transmissions to M + 1 improves the optimal operating point
of M transmissions.

APPENDIX D
PROOF OF LEMMA 4

To prove the lemma, we will prove that if for some solution
the states S̃i−1, S̃i,S̃i+1 satisfy c̃i−1 ≥ c̃i and c̃i < c̃i+1, then
there exists a better solution, thus it cannot be the optimal
one. Therefore, if for the optimal solution for some i we know
c�
i+1 > c�

i then it must c�
i > c�

i−1 and since from Lemma 1
we know c�

M > c�
M−1, this lemma is proved by induction.

To prove the existence of a better solution we only have to
prove the superiority of a configuration of M − 1 rounds that
goes directly from the state S̃i−1 to S̃i+1 using one fragment of
blocklength ni + ni+1 and has exactly the same configuration
before and after those states (then due to Proposition 2 there
exists an even better configuration with M rounds). Hence,
we only need to prove:

ΔE(S̃i−1, S̃i) + ΔE(S̃i, S̃i+1) ≥ ΔE(S̃i−1, S̃i+1). (31)

Since a zero delay penalty is assumed, using (3) and (4) with
equalities allows us to derive that

ΔE(Sk−1, Sk) = nkPkεk−1 = nk(e
γk
nk − 1)Q(ck−1)

where γk = ck

√
Vk − ck−1

�
Vk−1 > 0. Since c̃i−1 ≥ c̃i,

to prove (31) it suffices to prove that

ñie
γ̃i
ñi + ñi+1e

γ̃i+1
ñi+1 ≥ (ñi + ñi+1)e

γ̃i+γ̃i+1
ñi+ñi+1 .

Changing variables as λl = ñl

ñi+ñi+1
and xl = γ̃l

ñl
, l ∈

{i,i + 1}:

λie
xi + λi+1e

xi+1 ≥ eλixi+λi+1xi+1 ,

which holds due to the convexity of the exponential function.

APPENDIX E
PROOF OF RESULT 3

We consider Ei = n�
i P

�
i where n�

i and P �
i are the i-th

blocklength and power components of (�n�
M , �P �

M ) respectively.
Notice that each Ei depends on N . Let us assume that it
exists at least i0 ∈ {1, 2, . . . , M} such that lim

N→∞
Ei0 = ∞.

According to Lemma 4, we know that ε1 > ε2 > . . . εM =
1−Trel > 0 at the optimal point. Consequently, the minimum
average energy E1 +

�M
i=2 εi−1Ei → ∞ too. For at least

one finite N , say Nf , the optimal point leads to a finite
minimum average energy. For any N > Nf , the optimal
solution cannot increase the minimum average energy since
the optimal solution at Nf is a feasible point of Problem 1 for
N . So the minimum average energy is upper bounded when
N → ∞. Therefore, lim

N→∞
Ei < ∞, ∀i ∈ {1, 2, . . . , M}.

When N → ∞, we know that the delay feedback model
does not have an impact on the latency constraint, so we
can apply the results obtained for D = 0. According to
Lemma 3, we also know that it is preferable to increase the
blocklength rather than the power in order to save energy.
Therefore, when N → ∞, we have to take n�

1 as large as
possible, i.e., lim

N→∞
n�

1 = ∞. Similar arguments can be applied

to the other rounds, i.e., lim
N→∞

n�
i = ∞ with i ∈ {2, · · · , M}.

As lim
N→∞

Ei < ∞, we get lim
N→∞

P �
i = 0. By using N → ∞ in

P �
i

P �
i + 1

≤ ln(1 + P �
i ) ≤ P �

i

and the fact that lim
N→∞

P �
i = 0, we easily obtain that Ei =

lim
N→∞

n�
i ln(1 + P �

i ). Plugging this previous equation in (1)

leads to

lim
N→∞

εm = Q

��m
i=1 Ei − B ln 2
�

2
�m

i=1 Ei

�

. (32)
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Fig. 5. Geometrical interpretation of Result 3 for M = 4.

Putting m = M in (32) and using (4) with equality, we have

M	

i=1

Ei =
(Q−1(1 − Trel))2

2

�
1 +

�

1 +
2B ln 2

(Q−1(1 − Trel))2
�2

(33)

where its RHS corresponds to the energy when no HARQ
(M = 1) is used and is denoted by E∞

No−HARQ.

APPENDIX F
PROOF OF RESULT 4

The function E �→ Q((E − B ln 2)/
√

2E) is plotted
in Figure 5. We also draw the m-th component of the objective
function (19) of Result 3, which corresponds to the area
of the partially grey partially green rectangular box located
from

�m−1
i=1 Ei to

�m
i=1 Ei with a level εm−1 (see (32)).

According to (18), the final point is E∞
No−HARQ. Consequently,

the sum of the green and the grey areas gives the value of the
objective function (19). It is evident that the function E �→
Q((E − B ln 2)/

√
2E) coincides at the upper left corner of

each rectangular box and is always inside each rectangular box
(due to its decreasing monotonicity). Therefore, the value of
the objective function (19) cannot be lower than the green area.
When M → ∞, we can decrease the width of each rectangular
box converging to a solution that includes only the green
area. Consequently, the minimum energy spent converges to
the green area, which is identical to the Riemann integral of
E �→ Q((E − B ln 2)/

√
2E) from 0 to E∞

No−HARQ.
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