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General Introduction

Problem statement

The work presented in this PhD thesis has been produced thanks to the collaboration
of the teams "Digital Communications" and "Optical Telecommunications" of the de-
partment "Communications and Electronics" (COMELEC) at Telecom ParisTech in the
framework of a "Futur & Ruptures" grant supported by the Fondation Telecom and the
Institut Telecom.

Fiber-optic communication systems have revolutionized the telecommunications in-
dustry and have played a major role in the advent of the information age since their
introduction in the 1970’s. Because of its advantages over electrical transmission, op-
tical fibers have been largely deployed in core networks. During the last years, IPTV,
HDTV, VoD, mobile broadband services and internet applications have boomed, caus-
ing saturation issues in the networks and leading to an increase in bandwidth demand.
This pushed carriers to increase the capacity of WDM channels by introducing 100G
and beyond systems.

With the new possibilities offered for the high speed digital circuits, coherent sys-
tems have attracted a lot of attention during the last years. Apart from the receiver
sensitivity, the interest lies now in the increase of spectral efficiency as well as tolerance
against dispersion effects and fiber nonlinearities. Those are today’s the most limiting
factors in ultra long haul communication systems.

Additionally in contrast to Intensity Modulation Direct Detection (IM-DD) sys-
tems or differential Phase Shift Keying (PSK) systems, the received electrical signal
in coherent receiver is proportional to the electrical field vector of the optical signal.
Therefore the system becomes linear, which means that all linear distortions like Chro-
matic Dispersion (CD) and Polarization Mode Dispersion (PMD) can theoretically be
compensated without any losses and also non linear effects can be compensated very ef-
ficiently. Moreover, the access to both the phase and the amplitude of the signal makes
the use of advanced modulation formats such as multilevel formats such as Quadrature
PSK (QPSK) and Quadrature Amplitude Modulation (QAM), which can raise the spec-
tral efficiency up to several bit/s/Hz, compared to only 1bit/s/Hz for IM-DD systems.
However, these advantages have their price. A coherent receiver is much more complex
than a simple direct detection receiver. High speed analog to digital converters (ADC)
are needed to convert the received signal into the digital domain. And these ADCs must
be interfaced with a digital signal processing unit, which performs polarization control,
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equalization and finally the carrier and data recovery. To develop these components
and algorithms for the next generation of optical communication systems, which can
run at 100G and beyond is still a challenging issue.

The aim of this thesis is to develop robust Digital Signal Processing (DSP) tools
specific to the optical channel. Those algorithms at least deal with the operations of
carrier phase recovery, frequency offset estimation, equalization and the tracking of the
variation of PMD. Knowing that those algorithms are to be implemented in circuits
running with a speed of some tens of MHz, the optimization of those tools is essential.
Moreover, the already proposed tools are well adapted for QPSK formats, and as higher
order modulation formats are more sensitive to signal distortions, accurate estimators
and robust equalizers are still required for such QAM formats. Our proposed algo-
rithms should be tested using a simulation setup of an optical transmission system
using coherent detection and validated with offline processing of real measurements in
the framework of the European Network of Excellence (EURO-FOS).

Outline and contributions

In this section, we give the thesis outline and we mention the most important results.
Basically, our system of interest is based on coherent PolMux transmission using QAM
modulation for reaching more than 100Gbit/s per WDM channel.

In Chapter 1, we initially introduce the optical communications scheme, the signal
model, the different existing algorithms for mitigating the linear impairments created
by the fiber, and the phase distortions. This chapter highlights the fact that works have
to be done for mitigating the linear impairments in the context of QAM modulations.

In Chapter 2, we develop new adaptive blind and decision-directed equalizers that
are well adapted to QAM and that offers a better convergence speed with only a little
extra computational load. The idea is to use non-constant step-size in the equalizer up-
date equation. The approach deals with the Pseudo-Newton gradient-descent algorithm.

In Chapter 3, we focus on the carrier frequency offset (CFO) estimator. Here, a
block-wise approach is involved. We have remarked that the existing CFO estimate
really offer poor performance for high-order QAM modulation. Therefore, we have
proposed new CFO estimate very adapted to QAM modulation that yields remarkable
performance and enables the system to work without penalty.

In Chapter 4, we deal with the blind equalization implementing for mitigating the
residual CD, the PMD. According to the fact that the channel is quasi-static in optical
fibers (compared to the data rate), we propose to focus rather on block-wise imple-
mentation of the equalizers than on the adaptive ones (since there is nothing to adapt
quickly!). We thus introduce new equalizers which are more precise and can be calcu-
lated much faster. Moreover, the new equalizers are modified in order to prevent the
singularity phenomenon which yields the same equalizer output on both polarizations.
Finally our block-wise approach is especially well adapted for burst communication.
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Chapter 1

Problem Statement

1.1 Introduction

Fiber-optic communication systems present many advantages over electrical transmis-
sion using copper cable. Those advantages include low attenuation, long reach and high
capacity. Modern telecom fibers exhibit attenuation coefficients below 0.2dB/km across
a bandwidth of many THz compared to tens of dB/km of losses for a few hundred
MHz bandwidth for typical coaxial cable [1], i.e., more than 10Tbit/ s of capacity can
be transmitted for distances exceeding 10.000km. As a consequence, fiber-optics have
been massively deployed in the core network since their introduction in the mid 1970’s
and nowadays they are a key enabler for broadband Internet access and services, and
the main transporter of the Internet Protocol (IP) traffic.
According to CISCO [2], the global IP traffic grew by 45% during 2009, and will quadru-
ple from 2009 to 2014 to reach 64 exabyte (1EB = 1018bytes) per month. Overall, IP
traffic will grow at a rate of 34% annually in the same period. This increase in the band-
width demand is fueled by the boom of High Definition TV, Video-on-Demand, mobile
broadband services and the introduction of new video based internet applications such
as streaming, tele-working, network gaming and web conferencing.
To cope with the increase of bandwidth demand and solve the saturation issues in the
networks, carriers are pushed to increase the capacity of the already installed opti-
cal networks by introducing 40Gbit/s and 100Gbit/s channels in wavelength-division-
multiplexing (WDM) systems.
In this chapter, we review the structure of optical communication WDM systems, and
explore the different options to increase the overall capacity of those systems (Section
1.2). Then, we review the state of the art of optical systems especially operating at
40 and 100Gbit/s using the advanced coherent detection scheme. In Section 1.3, the
main channel impairments and system imperfections disturbing the coherent receiver
are drawn as well as the mathematical signal model. The existing digital signal pro-
cessing algorithms especially for systems employing phase modulation formats will be
presented in Section 1.4. Section 1.5 is devoted to the simulation set-up used through-
out the thesis. Finally, in Section 1.6, the main contributions of this thesis are roughly
summarized.
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1.2 State-of-the-art of optical transmission systems

Optical transmission systems have been evolving in the last three decades in terms of
capacity, reach and the structure of networks. In the 1980’s, single span fibers were
used to transmit of ∼ 622Mbit/s. In the 1990’s, the development of Erbium Doped
Fiber Amplifier (EDFA) allowed the use of multi span fibers and the increase of the
transmission distance. Moreover, the Wavelength Division Multiplexing (WDM) was
introduced. In fact, multiplexing different channels in a single fiber where each channel
is centered on a specific wavelength, ensures high transmission capacity and lowers the
cost per transmitted bit. Such systems were operating at a rate of 2.5Gbit/s per WDM
channel.

In the year 2000’s, along with the continuous deployment of dense WDM (DWDM)
systems, mesh based architectures for traffic were introduced in order to achieve bet-
ter capacity efficiency. This was made possible through the use of intelligent network
elements such as Optical cross-connects or the Reconfigurable Optical Add and Drop
Multiplexers (ROADM). Typically, those systems operate at a rate of 10Gbit/s per
channel and are widely used nowadays.
Telecom Fibers are used for a wide range of applications including the access (distances
< 100km), Metropolitan (100−300km), Regional (300−1000km) and (Ultra) long-haul
(>1000km) terrestrial or submarine transmission. In the framework of this thesis, we
focus on terrestrial long-haul transmission using optical amplification. For this kind of
systems, the C-band ranging from 1528.77nm and 1568.36nm is generally used. This
C-band corresponds to the minimum attenuation of the fiber (see Fig.1.2 and placed
inside the EDFA bandwidth (see Fig.1.6).
In 2002, the International Telecommunication Union Standardization (ITU-T) recom-
mendation G.694.1 introduced the spectral grid for DWDM applications. G.964.1 spec-
ified a grid having exactly 100GHz (about 0.8nm) spacing in optical frequency, with a
reference frequency fixed at 193.10THz (1552.52nm). The spacing between channels is
presented by Bm in Fig.1.1 that describes the configuration of a typical DWDM sys-
tem working with NRZ On-Off Keying 10Gbit/s WDM channel. For practical purposes

.....

λ[nm]

Bm

C-Band

P
ow

er

1528 1568

Figure 1.1: Configuration of an optical transmission system using DWDM channels

the grid has been extended to 50GHz and 25GHz spaced grids. Today, most deployed
optically-routed mesh networks use 80 WDM channels centered on the 50GHz ITU grid,
each channel is of capacity 10Gbit/s using an (Non-return-to-Zero) NRZ On-Off Keying
(OOK) modulation format. The total capacity of the fiber link is therefore 0.8Tbit/s

across 2000km. The spectral efficiency (SE) is defined as the net per-channel bit rate
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RB divided by the WDM channel spacing Bm

SE =
RB
Bm

(1.1)

Using the definition in Eq. (1.1), the spectral efficiency of most deployed systems today
is 0.2bit/s/Hz.
There are different options to increase the total capacity of the already installed DWDM
channels, those alternatives will be discussed in details in the next section.

1.2.1 Increasing the transmission capacity of WDM systems

Two main options can be considered to ensure higher transmission capacity:

• The first one concerns the use of extra bands, i.e, operating also outside the C-
band.

• The second one consists of operating at a fixed optical amplification bandwidth,
i.e., increasing the transmission capacity inside the widely used C-band.

We now discuss the first option: The optical bands are presented in Fig. 1.2 [3]. C-
band is widely used in telecommunication applications mainly because of the low losses
and because it is included in the EDFA bandwidth. However, L-band, ranging from

Figure 1.2: Fiber losses versus the wavelength for two types of fiber: Allwave and SSMF

1568.77nm to 1610.49nm , is sometimes used in commercial long-haul systems. Com-
bining C and L bands, approximately 160 wavelength channels on the 50-GHZ ITU grid
was reached in [4]. Some commercial systems using both C and L bands exist [5].
An alternative technique consists of distributed Raman amplification [6]. This solution
is less attractive to carriers because it requires expensive investment in the optical com-
ponents of the network. As a consequence, the first option is not a suitable choice and
will move on the analysis of the second one.

The second option is actually a promising method to increase the capacity of the
existing systems. Indeed, during the last 15 years, this capacity has increased more
than three times, proportionally to the bandwidth demand [7]. This growth has been
carried out through increasing the baud rate of the intensity modulated direct-detection
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(IM-DD) signal and the number of the DWDM channels inside the C-band. Another
solution may consist in using multilevel intensity modulated systems. We discuss now
these three alternatives:

• Reducing the channel spacing inside C-band :
Adding more channels raises two main problems: coherent WDM crosstalk and
filter narrowing [1, 8].
The coherent WDM crosstalk is due to interference of the received optical signal
field and the residual optical field of a neighboring channel. This leads to signal
distortion after WDM demultiplexing and system penalties.
The filter narrowing is the fact that the concatenation of several multiplexing-
demultiplexing filters in today’s mesh routed optical networks narrows the overall
(equivalent) filter and distorts the signal.

• Using Multilevel intensity modulation:
M-ary Amplitude Shift Keying have showed poor performances for fiber-optic
transmission so far, mainly due to important back-to-back receiver sensitivity
penalty compared to binary OOK [1]. For example, 4-ASK produce a penalty of
about 8dB.

• Increasing the Baud rate of IM-DD :
The intensity modulation system is widely used because of its relative tolerance to
the Amplified Spontaneous Emission (ASE) noise and the simplicity of the mod-
ulators and the receivers. The receivers use the Direct-Detection scheme with a
threshold detector.
Keeping the same NRZ-OOK modulation format and increasing the bit rate raises
many problems: First, The spectrum of 40 and 100Gbit/s becomes too large and
cannot fit into the 50GHz ITU grid. Second, the robustness against the propa-
gation impairments such as the Chromatic Dispersion (CD) and the Polarization
Mode Dispersion (PMD) decreases. Tolerance to CD is divided by a factor of 16
when increasing the bit rate to 40Gbit/s and by a factor of 100 for 100Gbit/s.
Concerning PMD, only 2.5ps is tolerable for 40Gbit/s and 1ps for 100Gbit/s.
Third, the sensitivity of the receiver which is lowered considerable inducing shorter
transmission distances. The penalties due to the increase of the symbol rate are
summarized in Table 1.1. Moreover, non linearity induced by Kerr effect induces

Data rate CD [ps/nm] PMD [ps] OSNR penalty [dB]
10Gbit/s 1600 12 0
40Gbit/s 100 2.5 6
100Gbit/s 16 1 10

Table 1.1: CD, PMD tolerance and OSNR penalty (10Gbit/s) is taken as the reference
for NRZ-OOK system using different data rates [9]

more penalty for data rate of 40 and 100Gbit/s [9].

These three options are not convenient for the upgrade of the already installed WDM
systems. Therefore the increase of the spectral efficiency of the system through the use
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of advanced modulation formats and detection schemes is required. In Table 1.2, we will
summarize the performance of a 40Gbit/s system using different modulation formats
that fit into the 50GHz ITU spectral grid.

Modulation format Duobinary NRZ-DQPSK RZ-DQPSK POLMUX
NRZ-QPSK

Bits/Symbol 1 2 2 4
DGD*/PMD* 7/2.3 ps 16/5.3 ps 20/6.5 ps 75/25 ps

CD 325 ps/nm 400 ps/nm 320 ps/nm thousands ps/nm
Non linear effects Slightly better Better Better Better
gain in OSNR** -3dB +2dB +4dB +5dB

(0.5nm)
50GHz grid Yes Yes Yes Yes

Mixed 10/40G
complexity/cost/size + +++ ++++ +++++

Table 1.2: performance of the 40Gbit/s using different modulation formats [9], *1-dB
OSNR penalty @10−9, **OSNR sensitivity in 1nm @10−9, NRZ-OOK is the reference

The binary modulation (duobinary) format has the worst performance in comparison
to DQPSK (RZ or NRZ) and Polarization Multiplexing (POLMUX)-NRZ-QPSK that
both use multilevel modulation formats. POLMUX-NRZ-QPSK has the best spectral
efficiency operating at 10Gbaud, but requires the use of the coherent detection explained
in more details in the next section.

1.2.2 Coherent detection

Optical systems using a Direct detection receiver remained the widely used technique
for the last four decades. This receiver, simple to operate, makes decisions based only
on the intensity of the received signal as depicted in Fig 1.3-(a). Therefore, it allows
only amplitude based modulation formats such as the OOK (which offer very poor per-
formance when the number of states increases) and differential binary phase shift keying
(DPSK) which suffer of the same drawback. Differential Quadrature PSK (DQPSK)
can be obtained as well using more complicated receiver based on the coherent detec-
tion.
The basic idea behind coherent detection is depicted in Fig. 1.3-(b). It consists of

combining the optical signal coherently with continuous-wave (CW) optical field before
it falls on the photo-detector [10].

If we consider that the incident electric field can be written as follows for both the
received signal Erx(t) and the LO signal ELO(t):

Erx(t) =
√
Prx(t)ei.(ωrxt+φrx(t)) (1.2)

ELO(t) =
√
PLO(t)ei.(ωLOt+φLO(t))

where Prx and PLO are the power of the received signal and the LO respectively. The
electric fields incident on the upper and lower photo-diodes of the balanced detector are
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Erx(t) R|Erx(t)|2

(a)

PC

LO laser

Erx(t)

ELO(t)

E1

E2

I1(t)

I2(t)
I(t)

(b)

Figure 1.3: Block diagram of an optical receiver using: (a) Direct detection (b) Coherent
detection

given as [11]

E1 =
1√
2

(Erx(t) + ELO(t)), (1.3)

E2 =
1√
2

(Erx(t)− ELO(t)). (1.4)

Therefore, the balanced detector output is given as

I(t) = I1(t)− I2(t) = 2R
√
Prx(t)PLO(t) cos(ωIF t+ φrx(t)− φLO(t)) (1.5)

with R is the responsivity of the photo-diode and ωIF = ωrx − ωLO is the intermediate
frequency. Since PLO can be made much larger than Prx, the power enhancement
can exceed 20dB [10]. Although shot noise is also enhanced, the homodyne detection
improves the signal-to-noise ratio (SNR) by a large factor.
Coherent detection attracted a lot of attention in the 1970s and the 1980s, proposal of
heterodyne receivers for optical communications can be found in [12–14]. This attention
is driven by the need to improve the system sensitivity. Indeed, coherent detection
provides 4.3dB in noise tolerance over traditional direct detection for coherent BPSK
versus OOK [7].
Most of the research activities were abandoned mainly because of the technical problem
related to the stabilization of the frequency and phase [15] and after the invention of
the EDFA. EDFAs offered an easy way to attain longer reach and a gain in OSNR and
it was rapidly deployed in WDM networks.

1.2.2.1 Phase diversity coherent receiver

For optical coherent detection, the six-port 90o optical hybrid mixes the incoming signal
with the four quadrature states associated with the reference signal, emitted by the LO
in the complex-field space. The optical hybrid then delivers the four light signals to two
pairs of balanced detectors and is depicted in Fig. 1.4. Using the 90o optical hybrid, we
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2×4
90◦ Hybrid

ELO(t)

Erx(t) II(t)

IQ(t)

E1

E2

E4

E3

LO laser

PC
II1(t)

II2(t)

IQ1(t)

IQ2(t)

PD1

PD2

Figure 1.4: Block diagram of a phase diversity coherent receiver (Single Polarization)

obtain the four outputs E1, E2, E3 and E4 from the two inputs Erx and ELO as

E1 =
1

2
(Erx + ELO) (1.6)

E2 =
1

2
(Erx − ELO)

E3 =
1

2
(Erx + i.ELO)

E4 =
1

2
(Erx − i.ELO)

(1.7)

the output photo-currents for balanced photo-detectors can be expressed as

II(t) = II1(t)− II2(t) = 2R
√
Prx(t)PLO(t) cos(ωIF t+ φrx(t)− φLO(t)) (1.8)

IQ(t) = IQ1(t)− IQ2(t) = 2R
√
Prx(t)PLO(t) sin(ωIF t+ φrx(t)− φLO(t)) (1.9)

The currents corresponding to the In-phase and Quadrature components are repre-
sented by II and IQ respectively and can be given by

II(t) = R
√
PLO(t)Prx(t) cos(φ(t)) (1.10)

IQ(t) = R
√
PLO(t)Prx(t) sin(φ(t))

with φ(t) = φrx(t) − φLO(t). The current II(t) + i.IQ(t) allows to retrieve both the
phase and the amplitude of the incident optical signal provided that we estimate the
intermediate frequency. As a consequence, the use of advanced modulation formats
such as Quadrature and Amplitude Modulations (QAM) and M-ary Phase Shift Keying
(M-PSK) becomes possible.

1.2.2.2 Phase and polarization diversity receiver

In order to increase the spectral efficiency of the coherent systems, and utilize the
polarization degree of freedom, multiplexing independent modulated data streams in the
two orthogonal polarizations is used in 40Git/s to ensure a transmission at 10Gbaud and
for the coherent 100Gbit/s. Those systems are denoted by Polarization Multiplexing
(POLMUX). For POLMUX coherent system, a phase and polarization diversity receiver
is used to map the phase and in-quadrature components of the incident signal contained
in both polarizations. The block diagram of such a receiver in depicted in Fig. 1.5.
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2×4
90◦ Hybrid

2×4
90◦ Hybrid

PBS

PBS

In-phase
Pol. 1

Quadrature
Pol. 1

LO

Received
signal

In-phase
Pol. 2

Quadrature
Pol. 2

Figure 1.5: Block diagram of a phase and polarization diversity optical coherent receiver
(POLMUX), LO and PSB stand for Local oscillator and Polarization Beam Splitter
respectively

1.3 Signal model

In this section, we firstly motivate your choice of modulating the transmit signal by
means of a single carrier modulation rather than of a multiple carrier modulation.
Then, in Subsection 1.3.2, we introduce the various sources of degradation of the fiber.
In Subsection 1.3.3, we summarize the impairments considered in this thesis, actually
the linear ones, and we provide the mathematical signal model. Finally a discussion
devoted to OSNR is drawn in Subsection 1.3.4.

Finally, in Subsection 1.4, we give the state-of-the-art related to the digital process-
ing algorithms used for mitigating the mentioned (linear) impairments.

1.3.1 Single versus Multiple carrier transmission

At our target baud rate, the fiber propagation will introduce Inter-Symbol Interference.
In the literature, two main approaches can be advocated to deal with. The first one is
the so-called single carrier approach and it requires an equalization step at the receiver
side, i.e., a signal manipulation mitigating the Inter-Symbol Interference phenomenon.
The second one is the so-called multiple carrier approach, also known as OFDM. In
the sequel, we will discuss the state-of-the-art of these techniques in the framework of
coherent optical communications.

Currently, only systems operating at 40 and 100Gbit/s are available. Those sys-
tems use the single carrier POLMUX QPSK modulation based on coherent detection
method. Other advanced single carrier modulations were explored experimentally and
they include 16-QAM [16,17], 32-QAM [18] and even 256-QAM [19].
High order QAM formats increase the bit rate of the fiber-optic channel, but, at the
expense of higher OSNR requirement at the receiver. Therefore, a combination of QAM
and strong advanced Forward Error Correction(FEC) used to increase the sensitivity of
the system is a suitable alternative for the near future systems operating at 400Gbit/s

or 1Tbit/s [20].
The use of multiple carrier for optical communication has been a hot topic since 2006.
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Indeed, the optical Orthogonal Frequency Division Multiplexing (OFDM) has been in-
vestigated as a potential candidate for 100Gbit/s Ethernet [21]. Unlike single carrier
transmission systems, OFDM systems require additional overhead due to the cyclic
prefix. This leads to a lower spectral efficiency in comparison to single-carrier trans-
mission [22]. Nevertheless the Inter-Symbol Interference handling is easier since the
equalization step is done subcarrier per subcarrier with one-tap (trivial) filter. How-
ever, the complexity of its transmitter (especially due to the FFT) and limited perfor-
mance on periodically compensated dispersion maps makes the OFDM less attractive
for 100Gbit/s Ethernet [20].
For all these reasons, we focus in this thesis on single carrier transmission using
advances modulation formats and POLMUX.

1.3.2 Propagation impairments

Different effects contribute to the distortion of the transmitted signal. At the receiver
side, the phase, amplitude and polarization of the signal are altered mainly due to the
propagation effects and the subsystems and optoelectronic components imperfections.
In this part, we will discuss in detail the propagation impairments that can be divided
into the linear ones (in Section 1.3.2.1) and the nonlinear ones (in Secs. 1.3.2.2 and
1.3.2.3).

1.3.2.1 Linear Impairments

1.3.2.1.1 Attenuation and optical amplification The power of an optical signal
propagating in an optical fiber is attenuated before it reaches the receiver. In the wave-
length range (1200−1700nm), the attenuation has an overall tendency to increase with
increasing wavelength, below 1300nm due to Rayleigh scattering. Secondly, it shows
absorption peaks due to hydroxyl (OH−) around 1400nm. Hence, this absorption peak
can be eliminated by reducing the concentration of OH− ions in the core of the fiber.
AllWave Fiber of “OFS” has Zero Water Peak (ZWP) as presented in Fig. 1.2. Above
1600nm, the attenuation has a tendency to increase mainly due to SiO2 absorption.
The minimum absorption is obtained around 1550nm corresponding to the C-band and
it is ∼ 0.2dB/km.
In order to ensure long haul-transmission, optical signal needs to be amplified after each
span of 50− 100km.
The widely used type of amplifiers are the EDFA, The signal to be amplified and a
pump laser are multiplexed into the doped fiber, and the signal is amplified through
stimulated emission of photons generated by Erbium ions transitions. Besides decaying
via stimulated emission, electrons in upper level energy can also decay by spontaneous
emission, which occurs at random. So, photons are emitted spontaneously in all direc-
tions, and a proportion of those will be captured in the fiber. Those captured photons
may interact with other dopant ions, and are therefore amplified by spontaneous emis-
sion. This initial spontaneous emission is therefore amplified in the same manner as
the incident signals, resulting in Amplified spontaneous Emission Noise. This noise is
considered one of the main limitations of optical communication systems. This noise
has the characteristics of additive Gaussian noise.
The bandwidth of EDFAs are typically ∼5THz as presented in Fig.1.6. This bandwidth
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limits the use of additional WDM channels. Independently of the polarization bases
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Figure 1.6: Gain Curve of a typical EDFA

chosen to represent signals, ASE noise is white and Gaussian on both components. For
both polarizations POL.X and POL.Y, the noise can be expressed as follows:

np(t) = npI(t) + i.npQ(t) (1.11)

Both the In-phase nI and Quadrature nQ component on each polarization denoted
by p are “locally“ white and their Power Spectrum Density (PSD) is denoted N0/2.
For periodically spaced discrete EDFAs, the noise PSD per state of polarization N0,
generated at the end of a transmission line composed of a chain of NA amplifiers spaced
by fiber spans of length LA is given by

N0 = NA(eαpLA − 1)hνsnsp (1.12)

where hνs is the photon energy and nsp is the spontaneous emission factor (nsp ≥ 1) [3].

1.3.2.1.2 Chromatic Dispersion Chromatic dispersion (CD) is caused by a com-
bination of waveguide and material dispersion. Waveguide dispersion can be controlled
by careful design [23]. However, material dispersion is due to the wavelength (and thus
frequency) dependency of the fiber refractive index. Indeed, the spectral components
of the modulated signals travel at a different speeds in the fiber. This causes some
wavelengths to arrive before others and therefore the signal pulse to broaden.
In single mode optical fibers, neglecting nonlinearities and polarization related effects,
the optical field E(z, t) propagates according to the following wave equation:

∂E

∂z
= −αp(z)

2
E − iβ(ω)E (1.13)

where, z is the transmission distance, ω the angular frequency, αp(z) is the fiber atten-
uation coefficient (we have αp(z) = α0 for a transmission fiber with uniform loss) and
β(ω) is the propagation constant.

β(ω) = n(ω)
ω

c
(1.14)

where n(ω) is the fiber refractive index.
As the spectral components of the signal are close to the carrier angular frequency ω0,
the wavelength dependency of β(ω) can be approximated using a Taylor series expansion
given by Eq. (1.15)

β(ω) ' β0 + β1(ω0)(ω − ω0) +
β2

2
(ω − ω0)2 (1.15)
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where

βi =
diβ(ω)

dωi
|ω=ω0 (1.16)

and ω0 is the angular reference frequency corresponding to the carrier of the transmitted
signal.
The term β0 represents a constant phase shift, β1 corresponds to the speed at which
the envelope of the pulse propagates, so, the group-velocity of the pulse vg is defined
as β1 = 1/vg, β2 represents the group velocity delay (GVD) [in ps2/km] defining the
acceleration of the spectral components of the pulse.
In optical communications engineering, the dispersion parameter D at wavelength λ

defined in Eq. (1.17) is widely used to characterize CD

D = −2πc

λ2
β2 (1.17)

where c is the velocity of the light, Neglecting the constant phase shift propagation
delay in the fiber and the attenuation which do not really distort the signal, Eq. (1.13)
can be solved in the frequency domain as follows:

Ẽ(z, ω) = Ẽ(0, ω)ei(
ω2β2z

2
) (1.18)

where Ẽ(z, ω) =
∫
E(z, t)eiωdω is the Fourier transform of the signal in the time domain.

Using Eqs. (1.18) and (1.13), we obtain that the frequency channel response for the
CD phenomenon is given as follows by

C̃CD(ω) =


 e
−i

λ2ω2DLf
4πc 0

0 e−i
λ2ω2DLf

4πc


 (1.19)

with the fiber length Lf . The response is a matrix since we have considered both po-
larizations.
Uncompensated CD leads to pulse broadening, causing inter-symbol interference (ISI).
Long-haul systems use Dispersion Compensation Fiber (DCF) to compensate CD opti-
cally. However inexact matching between the β2 of transmission fiber and DCF dictates
the need for residual dispersion compensation at high bit rates, typically 40Gbit/s or
higher. In reconfigurable networks, data can be routed dynamically through different
fibers, so the residual dispersion can be time-varying. This necessitates tunable disper-
sion compensators.

1.3.2.1.3 Polarization Mode Dispersion Polarization Mode Dispersion (PMD)
has its origins in optical birefringence. In a perfect fiber, both orthogonal polarizations
have the same group delay. However, in reality, fibers have some amount of asymmetry
due to imperfections in the manufacturing process and/or mechanical stress on the fiber
after manufacture. The asymmetry breaks the degeneracy of the orthogonally polarized
modes, resulting in birefringence and a difference in the phase and group velocities of
the two modes.
In first order PMD, the difference in group delay ∆β1 between the fast (f ) and the slow
(s) axis is given by:

∆β1 = |β1,f − β1,s| =
ω

c
|nf − ns| (1.20)
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where nf (resp. ns) is the fiber refractive index of the fast (resp. slow) axis. In
the time domain, for a short section of fiber of length L, the differential group delay
(DGD), denoted by τDGD, is defined as ∆β1 × L as illustrated in Fig.1.7. Even very
small amounts of birefringence can cause evolution of the polarization state as light
propagates through fiber. We refer to first-order PMD when the DGD is considered

τDGD

POL. X

POL. Y

Fast axis

Slow axis

Figure 1.7: Illustration of the time domain effect of PMD in a short fiber

constant over wavelength (as done above), while high-order PMD refers to the fact that
DGD changes with wavelength. DGD can be indeed considered constant across a single
WDM channel but varying across multiple channels [1].
For first-order PMD, the frequency channel response for the PMD phenomenon is
given [24,25]

C̃PMD(ω) = Rθ1DτDGD,φ(ω)R−1
θ2

(1.21)

with the following birefringence diagonal matrix

DτDGD,φ(ω) =

[
ei(ω

τDGD
2

+φ) 0

0 e−i(ω
τDGD

2
+φ)

]
(1.22)

associated with the differential group delay between the principle states of polarizations
(PSP) τDGD. Moreover, we have

Rθ =

[
cos(θ) sin(θ)

− sin(θ) cos(θ)

]
(1.23)

which represents the rotation of the reference polarization axis of the fiber’s PSPs. Un-
like CD which is quasi static, PMD (both DGD and PSP) is a time varying phenomenon.
Actually, it fluctuates on a time scale of order of milliseconds [26,27]. As PMD is a time-
varying phenomenon, it can be modeled by a random process. For instance, Poole [28],
and Foschini et al. [29], showed that τDGD has a Maxwellian distribution, whose mean
value E[τDGD] grows as the square root of fiber length.
In Single Mode Fibers (SMF), E[τDGD] is typically of order 0.1ps/

√
km. Therefore PMD

has no significant impact in systems using 10Gbit/s NRZ-OOK. However it becomes
a limiting factor for systems operating at 40Gbit/s and higher, because τDGD can be
a significant fraction of the symbol period. Uncompensated PMD can lead to system
outage.

1.3.2.1.4 Polarization Dependent Loss In POLMUX based systems, Polariza-
tion Dependent Loss (PDL) means that the two signals associated with both orthogonal



Signal model 17

polarizations reach the receiver with different OSNR. In fact, this is caused by slight
polarization dependence in the optical components of the network such as the couplers,
isolators and EDFAs. In long-haul transmission systems, the signal passes through a
large number of those optical components and their PDL is accumulated. The PDL
obviously degrades the quality of the signal and can induce penalty.

1.3.2.2 Nonlinear impairments

Throughout this thesis, we consider only the linear impairments generated by the trans-
mission along the optical fiber. However, it is essential to understand the origin of
non-linearities can be can be observed with data from experimental systems.

1.3.2.2.1 Kerr effect The propagation of an optical signal is described by the Non
Linear Schrödinger Equation (NLSE). The evolution of an optical field E(z, t) is given
by:

∂E

∂z
= −αp

2
E

︸ ︷︷ ︸
Attenuation

− iβ2

2

∂2E

∂t2︸ ︷︷ ︸
CD

+ iγ|E|2E︸ ︷︷ ︸
Kerr effect

(1.24)

The first and the second term of the equation correspond respectively to the power loss
and CD. Those two effects were already discussed in the previous subsections. Compared
to Eq. (1.13), we have added the last term in the RHS of the previous equation.
The third term represents the non linear contribution, which is proportional to the
power of the optical signal and the Kerr non linearity coefficient γ.
The Kerr effect is the most significant non-linear effect. It gives rise to a variation in
the refractive index of the fiber n(z, t), and this variation depends in the power of the
signal P (z, t) = |E(z, t)|2

n(z, t) = nL + nNL
P (z, t)

Aeff
(1.25)

where nL is the conventional refractive index, nNL is the non linear index coefficient
and Aeff is the optical mode effective area, i.e., the area of the fiber core.
The non linearity coefficient γ in [W−1km−1] combines the nonlinear refractive index
and the effective core area of the fiber in the following expression:

γ =
2π

λ
.
nNL
Aeff

(1.26)

For SMF-type fiber, typical values for γ are between 1 and 2W−1km−1 depending on the
current fiber. The variability is mostly due to Aeff that lies between 55 and 120µm2.
By neglecting the GVD term (β2), Eq. (1.24) can be solved in closed-form and the
solution is given as follows:

E(z, t) = E(0, t)e−
αp
2
ze−iΦNL(z) (1.27)

where ΦNL(z) is the phase shift caused by the Self Phase Modulation (SPM) phe-
nomenon and takes the following form

ΦNL(z) = γ|E(0, t)|2Leff (1.28)



18 Problem Statement

where Leff is the so-called effective length of the fiber. Because of the fiber attenuation,
the majority of non-linearity occurs in the first part of the fiber or after the EDFAs.
Thus this behavior can be translated in the effective length of the fiber used in Eq. (1.28).

Leff =
1− eαpz
αp

(1.29)

At the receiver side, the digital coherent receiver can measure E(Lf , t), where Lf
denotes the transmission distance. The measured complex amplitude will be distorted
due to a combination of CD, PMD and non linearity [30].

1.3.2.2.2 Inter-channel impairments The non linear inter-channel impairments
are related to the non linear effects caused by WDM neighboring channel, those includ-
ing mainly the Cross Phase Modulation (XPM) and Four wave Mixing (FWM): XPM
is the instantaneous change of the phase of a signal caused by the fluctuation of the
optical power in a neighboring channel traveling nearly at the same group velocity.
FWM is a the process of inter-modulation that involves three different signals at differ-
ent wavelengths, i.e., a fourth signal will be generated due to the interaction of the first
three.

1.3.2.3 Other (neglected) impairments

In addition to the propagation impairments that degrade the quality of the received sig-
nal, optoelectronic subsystems may cause distortions of the signal as well. Those sources
of the degradation of the signal include mainly the In-phase and Quadrature imbalance
and the resolution of the processing circuits and the analog to digital converters (ADC).

1.3.2.3.1 In-phase and Quadrature imbalance Phase diversity receivers are
vulnerable to imperfections of the optical hybrid, resulting in DC offsets, and errors
in both amplitude and phase in the output photo-currents [31]. Other sources for the
IQ imbalance include implementation imperfections such as incorrect bias points setting
for the IQ and phase ports, imperfect splitting ratio of couplers, photo-diode responsiv-
ity mismatch and mis-adjustment of the polarization controllers [32].
All these sources of imperfections destroy the orthogonality between the received chan-
nels and degrade the performance of the coherent receiver. Hence, additional digital
signal processing is required to compensate for this effect.

1.3.2.3.2 Digital circuits resolution The analog-to-digital conversion is carried
out using two subsystems: a sampler converting the analog signal to analog discrete
time signal and a quantizer transforming the analog discrete time signal into a finite set
of values determined by the resolution of the ADC [25]
Advanced modulation formats are sensitive to the resolution of the ADC and the timing
jitter of the sampler. Recent advances made available fast ADC such as the Fujitsu
[33] ADC having a 8bits resolution at a rate of 56Gbaud, and the Altera Stratix [34]
transceivers operating at 28Gbit/s for 40 and 100Gbit/s applications.
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1.3.2.3.3 Laser phase noise Laser phase noise has its origins in spontaneous emis-
sion. In coherent systems, the most likely sources of phase noise are the LO or the
transmitter laser with linewidth typically ∼ 1− 5MHz for Distributed Feedback (DFB)
and ∼ 0.1− 0.2MHz for External cavity Lasers (ECL).
The laser phase noise is modeled by a Wiener process. Let ϕn,p be the phase noise
rotation at symbol n on polarization p. The term ϕn,p is given by the following equa-
tion [35]:

ϕn,p =
n∑

m=−∞
φm (1.30)

where φm’s are independent and identically distributed random Gaussian variables with
zero mean and variance

σ2
φ = 2π∆νTs (1.31)

where ∆ν is the sum linewidth of signal and LO lasers, and Ts is the symbol period.
In non-coherent systems, phase noise has no impact on the performance on the systems
since decisions only relied on the intensity of the received signal. However, in coherent
systems, information is coded in the phase of the signal. Thus, carrier synchronization
is required at the receiver. This can be carried out using whether a Phase Locked Loop
(PLL) or a Feed Forward (FF) Carrier synchronizer [36].

1.3.3 Mathematical signal model

In this section, we will model the transmit signal and the received signal. The link
between the transmitted one and the received one only assume linear distortions (CD
and PMD) and frequency mis-synchronization. The other impairments (PDL, Kerr
effect, Inter-channel impairments, I/Q imbalance, laser phase noise, etc) are omitted in
this model. Nevertheless, in Chapter 4, some experimental results are involved and thus
have taken into account all these effects since these effects may occur on each experience
made on the testbed.

The transmitted signal (in baseband) on polarization p is linearly modulated by a
i.i.d. sequence of QAM/PSK symbols, denoted by {sp(k)}k, as follows

xa,p(t) =
∑

k

sp(k)ga(t− kTs) (1.32)

where Ts is the symbol period and ga(t) is the shaping filter and may be, for instance,
a NRZ pulse.
The continuous-time received signal (in baseband) after the received filter can be written
as follows

ya(t) = (Ca(t) ? xa(t)) e
2iπδfat + ba(t) (1.33)

with

• ya(t) = [ya,1(t), ya,2(t)]T the bivariate received signal where ya,1(t) (resp. ya,2(t))
is the received signal on X-polarization (resp. Y-polarization), and where the
superscript (.)T stands for the transposition operator.

• xa(t) = [xa,1(t), xa,2(t)]T the bivariate transmitted signal where xa,1(t) (resp.
xa,2(t)) is the transmitted signal on X-polarization (resp. Y-polarization).
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• ba(t) = [ba,1(t), ba,2(t)]T the bivariate circularly-symmetric Gaussian noise with
zero mean and variance N0 per real dimension [37]. We also assume that the
noise is white in time and in polarization. As it is circularly-symmetric [37], the
In-phase and Quadrature components are independent and identically distributed
(i.i.d.).

• the 2× 2 MIMO channel whose the impulse response is given as follows

Ca(t) =

[
ca,1,1(t) ca,1,2(t)

ca,2,1(t) ca,2,2(t)

]

where ca,p,p(t) corresponds to the inter-symbol interference created by its own
polarization (CD and PMD), and where ca,p,q(t) (p 6= q) corresponds to the inter-
polarization interference created by the first-order PMD phenomenon.

• δfa is the continuous-time frequency offset between the LO and the transmit laser
expressed in Hertz.

• ? stands for the convolution product.

Notice that the subscript a stands for a continuous-time/analog signal.

We remind that C̃(ω) =
∫

Ca(t)e
iωtdt is the Fourier transform of the continuous-

time channel impulse response Ca(t). In our derivations or algorithm designs, we will
assume that

C̃(ω) = C̃CD(ω)C̃PMD(ω) (1.34)

where C̃CD(ω) is given by Eq. (1.19) and C̃PMD(ω) is given by Eq. (1.21)

1.3.4 Optical Signal to Noise Ratio (OSNR)

The amplified spontaneous emission (ASE) represents an optical source of Gaussian
noise [1] which can be considered “white“ across the signal spectrum. The Optical
Signal to Noise Ratio (OSNR) is defined as the average optical signal power divided
by the ASE power, measured in both polarizations and in a reference bandwidth fixed
to 0.1nm corresponding to the resolution bandwidth of optical spectrum analyzers at
1550nm.
The OSNR is given by [3]:

OSNR =
P

2NASEBref
(1.35)

where P is the total average signal power summed over the two states of polarization,
NASE is the spectral density of the ASE in one polarization and the reference band-
width Bref fixed to 0.1nm (12.5GHz).
In digital communications, the SNR of an additive white Gaussian noise channel (AWGN)
is given by the following equation:

SNR =
Es
N0

(1.36)

where N0 is the noise spectral density and Es is the energy per symbol, E = PTs with
P the average power of one modulated symbol. In the case of POLMUX, the OSNR
and SNR are related

OSNR =
2Rs

2Bref
SNR (1.37)
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where Rs = 1/Ts is the symbol rate, and where NASE and N0 are assumed to be
equivalent.
An other SNR is very useful in digital communications. It is the so-called Eb/N0,
namely, the SNR per bit. We get

Eb/N0 =
SNR

m
(1.38)

where m = log2(M) is the number of encoded bits per symbol.
Therefore, the relationship between the OSNR and SNRb = Eb/N0 is given by:

OSNR =
Rb

2Bref
SNRb (1.39)

where Rb is the bit rate.
Assuming the use of Gray coding (presented in Fig.1.8 for 4-QAM and 16-QAM

modulation formats), the BER of M -QAM constellation with coherent detection in
AWGN channel is approximated as [36,38]:

PM−QAM
b ≈ 4

m

√
M − 1√
M

Q

(√
3mSNRb

M − 1

)
(1.40)

where

Q(x) =
1√
2π

∫ ∞

x
e−u

2/2du =
1

2
erfc

(
x√
2

)

is the Gaussian tail for real-valued Gaussian variable with zero-mean and unit-variance.
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Figure 1.8: Constellation of QPSK and 16-QAM using Gray encoding

In Fig. 1.9, as an illustration, we have plotted the theoretical error probability (given
by Eq. (1.40)) in AWGN channel and the simulated Bit Error Rate (BER) for various
constellation sizes in a Back-to-Back context (with 14GBd data rate) versus the OSNR.

1.4 State of the art of Digital Signal Processing

After phase and polarization diversity receiver and anti-aliasing filtering, in order to
satisfy Shannon’s sampling theorem, the signal is sampled at twice the baud rate. Due
to the oversampling, no information is lost, and we can omit timing synchronization
step. We thus focus on yp(n) = ya,p(nTs/2) where we remind that p stands for the
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Figure 1.9: Theoretical and simulated BER for QAM versus OSNR

polarization p. In order to "work" at the symbol rate, we stack two consecutive received
samples into a bivariate process as follows

yp(n) = [ya,p(nTs), ya,p(nTs + Ts/2)]T. (1.41)

Before going further let us introduce the global filter: ha,p,q(t) = ca,p,q(t) ? ga(t). We
assume that the dispersion time of the channel is roughly upper-bounded by (K −
1)Ts whatever the considered polarizations. The discrete-time received signal for the
polarization p takes the following form

yp(n) = e2iπϕ̃1n
K−1∑

k=0

hp,1(k)s1(n− k)

+ e2iπϕ̃1n
K−1∑

k=0

hp,2(k)s2(n− k)

+ bp(n) (1.42)

where
hp,q(n) = [ha,p,q(nTs), ha,p,q(nTs + Ts/2)]T, (1.43)

bp(n) = [ba,p(nTs), ba,p(nTs + Ts/2)]T (1.44)

and
ϕ̃1 = δfaTs/2 (1.45)

is the (normalized) discrete-time frequency offset. Notice, in our model, the constant
phase offset is encompassed in the channel impulse response. Moreover, we will assume
that the channel impulse response and the frequency offset is static over the entire
observation window.

One of the goal of the digital signal processing in the framework of a coherent
receiver is to compensate for the propagation linear and nonlinear impairments as well
as the circuit imperfections. Even if a joint processing dealing with all the impairments
will be optimal (but will also induce a huge computational load), it is worth splitting
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the processing into several steps. Each step will only focus on one impairment which
enables us to reduce the complexity [39].

As this thesis will only focus on mitigating the linear impairments, we introduce
here the different steps associated with the linear impairments :

• The CD compensation: usually the step boils down to a "static" equalization of
the CD by means of Zero-Forcing equalizer principle (see Section 1.4.1). This
equalizer is usually implemented with analog device and is not modified at all.

• The PMD and residual CD compensation: although the first step, CD may be
remained sine the fiber is not perfectly known. Therefore, residual CD still occurs
and treated jointly with the PMD compensation. Usually as the PMD is assumed
as a time-varying phenomenon, "adaptive" equalization is carried out (see Section
1.4.2). As the most important amount of CD has already been compensated for,
the number of taps of this equalizer could be small. Nevertheless, in this thesis,
we will propose to do this step by means of "static" equalization since the PMD
is slow time-varying compared to the baud rate. More details and justifications
will be given in Chapter 4.

• The Carrier Frequency Offset (CFO) compensation(see Section 1.4.3).

• The Constant Phase compensation(see Section 1.4.4).

In Fig. 1.10, we summarize the various steps that a receiver has to be carried out.
Notice that if non linear impairments such as the Kerr effect and the nonlinear phase

noise have to be compensated for too, additional nonlinear DSP will be required.
In the sequel, we remind the main ways introduced in the literature for mitigating

the four above-mentioned linear impairments.

1.4.1 Chromatic dispersion compensation

The impulse response of CD in the time domain is obtained by applying the inverse
Fourier Transform to Eq. (1.19). We assume a line with length Lf . We obtain that

CCD(t) =




√
c

iDλ2Lf
e

(−i t2

2β2Lf
)

0

0
√

c
iDλ2Lf

e
(−i t2

2β2Lf
)


 . (1.46)

We are then enable to obtain the associated Zero-Forcing (ZF) equalizer which takes
the following form

C−1
CD(t) =




√
ic

Dλ2Lf
e

(i πc
Dλ2Lf

t2)
0

0
√

ic
Dλ2Lf

e
(i πc
Dλ2Lf

t2)


 . (1.47)

The ZF equalizer approach is here optimal since ‖CCD(ω)‖ = constant and so does not
lead to noise enhancement.

If we would like to implement the equalizer with a discrete-time version, we have to
sample it and to truncate the impulse response in order to bound the time duration.
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Figure 1.10: Structure of the digital signal processing for a coherent receiver, LPF
stands for Low Pass Filter

Hence if we consider a sampling rate 1/T and an odd number of taps such that the
total number of taps is NCD, we have the following tap weights per polarization

ck =

√
icT 2

Dλ2Lf
e

(−i πcT2

Dλ2Lf
k2)

(1.48)

with k ∈ {−bNCD/2c, · · · , bNCD/2c and NCD = 2∗b|D|λ2Lf/(2cT
2)c+1 and where bxc

is the integer part of x rounded towards minus infinity. Using Eq. (1.48), when operating
at the wavelength λ = 1550nm, and if we consider a transmission with symbol rate Rs
Gbaud and 2 samples per symbol, then the number of taps per 1000ps/nm of CD will
be given by NCD = 0.031R2

s . Hence, 4000km of transmission across an SMF fiber
(with D = 17ps/nm/km) for a 10 Gbaud system requires less than 250 taps for full CD
compensation [40].
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1.4.2 PMD and residual CD compensation

The polarization dependent effects, in contrast to CD which may be considered con-
stant, is a time-varying phenomenon. This is mainly due to the relatively rapid variation
in the polarization states. Therefore the compensation scheme in existing works have
been done in an "adaptive" manner [40]. In PolMux context, the PMD will lead to a
2× 2 MIMO frequency-selective channel. Therefore the PMD equalizer also satisfies a
2 × 2 MIMO structure as depicted in Fig. 1.11. where yp(n) is defined in Eq. (1.42).

w1,1

w1,2

w2,1

w2,2

y1(n)

y2(n) z2(n)

z1(n)

Figure 1.11: MIMO-FS Equalizer butterfly structure

Notice that the length of the FIR filters operating in this structure is generally small
and thus it can just compensate for PMD and small amount of (residual) CD.

We remind that the received signal has been sampled at the twice the baud rate
in order to satisfy Shannon-Nyquist sampling theorem. Therefore, in order to com-
pensate for the channel impulse response, we have to introduce a Ts/2-Fractionally
Spaced Equalizer (FSE). Let zp(n) be the scalar output of the FSE associated with the
polarization p. We have

zp(n) =
L−1∑

k=0

(
wp,1(k)y1(n− k) + wp,2(k)y2(n− k)

)
(1.49)

where {wp,q(k)}k=0,··· ,L is the filter of length L (notice that each coefficient wp,q(k) is
a 1 × 2 vector, i.e., corresponds to a filter with 2 inputs and 1 output) between the
input polarization p and the output polarization q. The overline stands for the complex
conjugation.

Eq. (1.49) can be re-shaped easily by means of matrices as follows

zp(n) = wH
p y(L)(n) (1.50)

where

• wp = [wp,1(0), · · · ,wp,1(L− 1),wp,2(0), · · · ,wp,2(L− 1)]T,

• y(L)(n) = [y1(n)T,y1(n−1)T, · · · ,y1(n−L+1)T,y2(n)T,y2(n−1)T, · · · ,y2(n−
L+ 1)T]T.

• the superscript (.)H stands for conjugate transposition.

The filters wp,q have 2L coefficients as the received signals have been sampled at twice
the baud rate and therefore wp has 4L coefficients. Moreover, the rate of the sequence
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Figure 1.12: FIR equalizer filter structure (wp(n) denotes the n-th tap of wp)

zp(n) is 1/Ts as that of sp(n). The structure of the FIR equalizer filters associated with
zp(n) is plotted in Fig. 1.12.

The ultimate aim of digital equalizer is to exhibit the filter wp enabling us to have
zp(n) close to sp(n).
Depending on whether we use training sequence to estimate the channel, several estima-
tors can be used. Generally in single carrier based optical transmission, blind equalizers
are used because of their simplicity and their tracking property. In fact, sending pe-
riodic training sequences decreases the spectral efficiency of the transmission systems.
In the next paragraphs, we describe the most widely-spread adaptive blind equalizers
cited in the literature:

• the Constant Modulus Algorithm (CMA),

• the Radius Directed Equalizer (RDE) which is an adaptation of CMA to QAM
modulation formats with different amplitude levels,

• and finally the Decision-Directed equalizer (DD).

For the sake of simplicity, we introduce only the various criteria for one polarization (at
the receiver side), namely, p. Similar works can be done for the other polarization.

1.4.2.1 Constant Modulus Algorithm

The estimation of the filter coefficients is based on the constant modulus criterion [41]
which looks for the minimization of the following cost function

JCMA(wp) = E[JCMA,n(wp)] (1.51)

with
JCMA,n(wp) = (|zp(n)|2 −R)2 (1.52)

and

R =
E[|sp(n)|4]

E[|sp(n)|2]
(1.53)

In the context of adaptive algorithm, it is usual to implement the stochastic gradient
descent algorithm version of the CMA to update the filter coefficients at each sample.
Therefore, we have

wp,n+1 = wp,n − µ∇JCMA,n(wp)|wp,n (1.54)



State of the art of Digital Signal Processing 27

∇JCMA,n = (|zp(n)|2 −R)zp(n)y(L)(n) (1.55)

where µ is the constant step-size parameter, ∇JCMA,n(.) is the gradient at time n, and
wp,n is the equalizer at time n.

In Appendix A.1, we remind how to obtain mathematically Eqs. (1.54)-(1.55). No-
tice that the approach followed in this Appendix can be extended to the other stochastic
gradient algorithms involved in this thesis.

1.4.2.2 Radius Directed Equalizer

The RDE criterion corresponds to an adaptation of CMA to QAM constellations [42,43]
where the modulus of the constellation is not constant as shown in Fig. 1.13.
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Im
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Figure 1.13: Radii used for the CMA (left) and RDE (right) equalization

In RDE equalization [25,44], the cost function can be written as

JRDE(wp) = E[JRDE,n(wp)] (1.56)

with

JRDE,n(wp) = (|zp(n)|2 −R0)2 (1.57)

where R0 is given by:
if |zp(n)| < (

√
R1 +

√
R2)/2 then

point belongs to group 1 and R0 = R1

else
if |zp(n)| > (

√
R2 +

√
R3)/2 then

point belongs to group 3 and R0 = R3

else
point belongs to group 2 and R0 = R2

end if
end if

The stochastic gradient algorithm associated with this cost function is the same as
in Eqs. (1.54)-(1.55) where R has to be replaced with R0.

As an indication, in case of 16-QAM with Eb = 1, we actually obtain R1 = 0.2,
R2 = 1.0, and R3 = 1.8.
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1.4.2.3 Decision Directed Least Square

The Decision Directed (DD) approach leads to the minimization of the following cost
function

JDD(wp) = E[JDD,n(wp)] (1.58)

with
JDD,n(wp) = |zp(n)− ŝp(n)|2 (1.59)

and ŝp(n) the current decision of symbol sp(n).
Then the adaptive version (actually the stochastic gradient algorithm) is as follows

wp,n+1 = wp,n − µ∇JDD,n(wp)|wp,n (1.60)

∇JDD,n(wp) = (zp(n)− ŝp(n))y(L)(n) (1.61)

1.4.3 Carrier Frequency Estimation

Carrier Frequency offset (CFO) is due to the frequency mismatch between the LO and
the signal lasers. Thanks to the equalization procedure described in the previous section,
we can now assume that CD and PMD were perfectly removed, i.e., can be omitted.
Therefore the (baud-rate) output of the equalizer on polarization p, already denoted by
zp(n), can be written as follows

zp(n) = sp(n)e2iπ(ϕ0,p+nϕ1) + b′p(n) (1.62)

where it remains two drawbacks:

• ϕ1 = δfaTs is the discrete-time (baud-rate) FO. The FO is independent of the
polarization state of the received POLMUX signals.

• ϕ0,p corresponds to the constant phase. This constant phase occurs since the blind
equalizer is only able to determine the filter up to a constant phase.

and where b′p(n) is the additive zero-mean circularly-symmetric complex-valued Gaus-
sian noise.

In the optical communications literature, the most widely-spread carrier frequency
estimator (CFE) has been presented for M -PSK modulation [45]. We assume that
the CFO is constant or quasi-constant within an observation window. Let LB be the
number of observation samples (when sampled at the baud rate) The CFO is thus
usually estimated through the following algorithm

ϕ̂1 =
1

2πM
∠
LB−1∑

m=0

[zp((n+ 1 +m))zp(n+m)]M (1.63)

where ∠(.) stands for the angle of complex-valued number. Elevating the signal to the
M th-power eliminates the M -PSK modulation. Therefore this CFO estimator offers
excellent performance in the context of PSK modulation. This estimate is summarized
in Fig. 1.14.

An extension to M -QAM can be done by replacing the term M with 4 (whatever
the QAM size) in Eq. (1.63) However, because of a non constant modulus for the
QAM modulation formats, the 4th power of the received signal does not eliminate the
modulation and only a rough estimate of the CFO is obtained. Moreover, as QAM
formats are more sensitive to the CFO distortion, accurate CFO estimators are still
required for this kind of modulation.
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Figure 1.14: Frequency offset estimator for coherent receivers. (z−1 corresponds to one
symbol delay)

1.4.4 Constant Phase Estimation

Constant phase estimation (CPE) associated with ϕ0 is generally carried out after the
compensation of the channel impairments as proposed here. Assuming a perfect equal-
ization and CFO estimation (done in previous sections), the received signal can be
written as:

vp(n) = sp(n)e2iπϕ0,p + b′′p(n) (1.64)

where vp(n) = zp(n)−2iπϕ1n and b′′p(n) is still an additive zero-mean circularly-symmetric
complex-valued Gaussian noise.

The Viterbi-Viterbi algorithm (for PSK) is based on the elevation of the signal to
the M -th power for M -PSK [46,47] and to the 4-th power for any M -QAM [48]. Thus,
we have

ϕ̂0,p =
1

Q
∠
(

1

LB

LB−1∑

n=0

vp(n)Q

)
(1.65)

where Q = M for M -PSK and Q = 4 for M -QAM. The structure of this CPE is
presented in Fig. 1.15. The performance offers by this estimate is generally good enough

(.)Q
∑

n

1

Q
∠.

∠.
vp(n) ϕ̂0,p,N

Figure 1.15: Carrier phase recovery for coherent systems

and so leads to significant BER improvement [47]. Notice that this previous algorithm
can be improved, if necessary, by applying another (but more complicate) non-linear
function to vp(n) depending on the OSNR value [49].

Once the blind phase estimator has worked, one can move to the Decision-Directed
phase estimator which will provide better performance (if well initialized by the blind
method). This DD estimator is described as follows

ϕ̂0,p,DD = ∠
(

1

N

N−1∑

n=0

vp(n)ŝp(n)

)
(1.66)
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These estimates can be easily adapted when phase noise occurs, ı.e. when the phase
is not constant anymore. We remind that, in coherent optical communications, phase
noise is sometimes considered as one of the most limiting transmission factors. It is
due to the linewidth of the used lasers for the transmitter and the LO. Indeed, the
linewidth of the widely used semiconductor distributed-feedback (DFB) lasers typically
ranges from 100kHz to 10MHz which is some contexts can not be neglected at all.

The simplest way to adapt our estimates to phase noise is to consider an observation
window LB small enough in order to almost satisfy the constant phase assumption even
in phase noise occurs. An other way is to find the stochastic gradient algorithm linked
to the estimates given in Eqs. (1.15)-(1.66) respectively. Actually, concerning the blind
estimate, this leads to

ϕ̂0,p,n+1 = ϕ̂0,p,n + µblind=[vp(n)Qe−2iπQϕ̂0,p,n ] (1.67)

where µblind is the step size and ϕ̂0,p,n the estimated phase at time n.
Concerning the DD estimate, its adaptive version takes the following form

ϕ̂0,p,n+1,DD = ϕ̂0,p,n,DD − µDD=[vp(n)ŝp(n)e−2iπϕ̂0,p,n,DD ] (1.68)

where µDD is the step-size parameter as done in [43,50].
In Appendix A.2, we provide the algebraic manipulations needed to translate the

blockwise-version phase estimates into the adaptive ones.

1.5 Simulation Set-up

Our simulation set-up of the optical coherent system is as follows:

• a 112Gbit/s transmission is achieved by multiplexing both polarizations with 16-
QAM modulated signals which corresponds to 14Gbaud transmission per polar-
ization.

• The transmit shaping filter is a square root raised cosine filter with a roll-off factor
equal to 1. This filter is used to reduce the bandwidth of the QAM pulse since
rectangular pulses produce very large frequency spectrum.

• The ASE noise is loaded at the receiver before a 50GHz optical filter.

• A matched filter associated with the shaping filter is applied at the receiver side.

• The continuous received electrical signal is sampled at twice the baud rate. A fifth-
order Bessel low-pass filter with a 3dB bandwidth equal to 80% of the symbol rate
was used as anti-aliasing filter.

Concerning the propagation, except otherwise stated, we will only simulate the main
linear channel impairments in fiber-optic transmission:

• CD modeled by Eq. (1.19),

• PMD modeled by Eq. (1.21),

• CFO,
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• AWG noise.

At the receiver side, we will proceed into three steps (as shown in Fig. 1.16) to
retrieve the transmitted symbols sp(n) from the noisy observations yp(n) given the
signal model of Eq. (1.42):

• the blind PMD/residual CD compensation through the evaluation of a MIMO
linear fractionally spaced equalizer (FSE). By construction, our blind equalizer is
robust to the presence of the CFO.

• the blind CFO estimation. We will see that our estimator performs better if it
relies on the post-equalized signal instead of on the pre-equalized signal.

• the blind constant phase estimation. After PMD/residual CD and CFO compen-
sations, as already seen, the constellation may be still rotated by a constant phase
since the blind equalizer has phase ambiguity. Adaptive version of this phase
estimator will be then able to manage the presence of the laser phase noise.

.
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Figure 1.16: Receiver structure

1.6 Outline of the thesis

In this chapter, we have reviewed the state-of-the-art of WDM optical transmission sys-
tems. Then, we have discussed the different alternatives to increase the total capacity
of fiber links. The promising option is to improve the spectral efficiency of the channel
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using the coherent detection. A combination of coherent detection and advanced mod-
ulation formats allow to exploit all the degrees of freedom of the system, i.e., using both
the amplitude and the phase and the two polarizations to transmit information. More-
over recent advances in digital circuits made the compensation of the main propagation
impairments and the system imperfections possible in the electronic domain. Therefore
coherent detection is a reasonable way to the increase of spectral efficiency.

In the state-of-the-art of DSP for coherent receivers, we have unveiled some draw-
backs:

• rudimentary algorithms are used for blind equalization and demultiplexing. Those
equalization algorithms based on the stochastic gradient algorithm suffer from slow
convergence due to the use of a fixed step-size. In the context of demultiplexing
the PolMux signals, they can lead to the same output on both polarizations which
induces the loss of one data stream out of both.

• Moreover, the widely used CFO estimator based on the Viterbi-Viterbi algorithm
is unsuitable for QAM formats that have stringent requirements concerning the
residual CFO.

In this thesis, we develop new advanced DSP algorithms which are suitable for
QAM and PolMux transmission. We especially focus on the improvement of equalizer
performance and CFO estimate performance. More precisely, we introduce

• adaptive equalizers with non-fixed step-size. This leads to convergence speed im-
provement and also steady-state improvement at the expense of a slight additional
complexity. This part is drawn in Chapter 2.

• new (block-wise) CFO estimate well adapted to QAM constellation. Chapter 3 is
devoted to this topic.

• block-wise equalizers. This kind of approach is for the first time applied in optical
communications. We will see, in Chapter 4, that the convergence speed is dramat-
ically improved once again at the expense of a slight additional complexity. We
also introduce a modified version of these equalizers in order to prevent singularity
issue, i.e., when the same data sequence is on both polarizations.
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Chapter 2

Newton based adaptive equalization

2.1 Introduction

So far, the adaptive MIMO equalization is an essential part of a coherent digital pro-
cessor to mitigate Inter-Symbol Interference caused by the residual CD and the polar-
ization dependent effects (PDE) such as PMD. Many MIMO equalizers, such as the
Data aided based algorithm, the Decision-Directed algorithm, the constant modulus
algorithm [40, 41], the radius directed equalizer (RDE) initially developed in [32, 42],
have been applied in optical communications by means of stochastic gradient descent
algorithm with fixed step-size. Such an approach (constant step-size) unfortunately
suffers from slow convergence.

In this chapter, we introduce variable step-size version of these gradient algorithms
The variable step-size is calculated via the Pseudo-Newton method. The performance
are investigated through Monte Carlo simulations. We have observed faster convergence
and better steady-state performance.

This chapter is organized as follows: in Section 2.2, we remind the main MIMO
equalizers. In Section 2.3, we introduce our new variable step-size versions of these
algorithms. In Section 2.4, we analyze numerically the convergence speed of the pro-
posed algorithms. Robustness to time-varying channels is also studied. In Section 2.5,
we derive the computational load of the proposed methods compared to the constant
step-size approach. Finally, concluding remarks are given in Section 2.6.

2.2 Adaptive equalizers

2.2.1 Adaptive Data-Aided (A-DA)

The Data-Aided (DA) equalization techniques relies on a known training sequence used
to estimate the channel or directly the equalizer. This method assumes the synchroniza-
tion is carried out successfully. Training sequences should be transmitted periodically
in order to allow the receiver to estimate the channel or the equalizer. Data aided
equalization thus reduces the spectral efficiency of the transmission.

The DA equalizer is based on the minimization of the following cost function

JDA(wp) = E[JDA,n(wp)] (2.1)
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with
JDA,n(wp) = |zp(n)− sp(n)|2. (2.2)

We recall that this minimization can be implemented using the stochastic gradient
descent algorithm as follows

wp,n+1 = wp,n − µ∇JDA,n(wp)|wp,n (2.3)

with
∇JDA,n(wp) = (zp(n)− sp(n))y(L)(n). (2.4)

2.2.2 Adaptive Decision-Directed (A-DD)

As already said in Chapter 1, the Decision-Directed equalization approach is based on a
decision on the data. However, the DD approach is still a blind equalization algorithm
since it does not rely on training sequence. Unlike DA, the cost function is so based on
ŝp(n) instead of sp(n). Thus, the equations describing the DD adaptive equalizer based
on the stochastic gradient algorithm (denoted by A-DD) are given in Eqs. (1.60)-(1.61)
and are the same as for the A-DA except the symbol replaced with the detected symbol.

As the A-DD computes the error function based on the decision on the current
symbol, it is very sensitive to the presence of phase distortions (CFO, constant phase
and phase noise).

2.2.3 Adaptive Constant Modulus Algorithm (A-CMA)

The CMA algorithm relies neither on the symbol decisions nor on a training sequence.
This algorithm operates blindly and it is more robust to phase distortions (CFO, con-
stant phase, phase noise) than the DD approach.

Once again, the algorithm, denoted by A-CMA, associated with fixed step-size has
been described in previous chapter through Eqs. (1.54)-(1.55).

Despite of its robustness, the CMA nevertheless suffers from some drawbacks es-
pecially for high spectral efficiency system based on QAM modulation. Indeed, it is
not suitable for M -QAM modulations (with M ≥ 8) since such modulations do not
satisfy constant modulus property. Savory [25] showed that the error function has a
non zero optimum minimum . Since, the error does not tend to zero at the optimum,
if a stochastic gradient method is used, the equalizer continues to adapt erroneously,
introducing noise into the signal, and therefore degrading the performance.

For all these reasons, the CMA equalizer may be used for coarse equalization step
(pre-convergence) in QAM context. In order to enhance the steady state, it can be
followed by a fine equalization step carried out through the A-DD algorithm or the
A-RDE algorithm.

2.2.4 Adaptive Radius-Directed Equalization (A-RDE)

The algorithm, denoted by A-RDE, associated with fixed step-size has been described
in previous chapter through Eq. (1.57).

The Radius Directed equalization relies on the correct decision regarding the trans-
mitted ring radius. As it has been explained by Winzer et al. [51], since the ring spacing
in QAM constellations is generally smaller than the minimum symbol spacing, those
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decisions may show a significant number of errors especially for strong noise. For this
reason, the use of RDE alone to compensate for the residual CD/PMD may fail. There-
fore, a pre-convergence using the A-CMA algorithm is required in general. In order to
enhance the steady-state of the equalization step, the A-RDE can be applied after the
pre-convergence.

All these fixed step-size based algorithms lead to a large number of iterations. As a
consequence, the observation window for achieving convergence must be large enough.
If the channel is not time-varying, this is not an issue. But if the channel is time-varying
(before the convergence has been reached), or if the system has to be often re-initialized,
a faster convergence speed may be required. In the sequel, we propose to improve
the adaptive algorithm by changing the step-size at each instant. This will be done
by using the classical Pseudo-Newton approach in the adaptive algorithm/stochastic
approximation literature.

2.3 Pseudo-Newton based adaptive equalizers

The choice of the fixed step-size is a crucial task for gradient algorithm and arises from a
trade-off between convergence speed and steady-state performance. High fixed step-size
leads to fast convergence and poor steady-state performance whereas small fixed step-
size leads to the contrary. To overcome this problem and so improve simultaneously the
convergence speed and the steady-state performance, we propose to implement variable
step-size approach, i.e., replacing µ with µn in Eq. (2.3) for DA, in Eq. (1.60) for DD
and in Eq. (1.54) for CMA/RDE.

Thus, we get
wp,n+1 = wp,n − µn∇Jn(wp)|wp,n (2.5)

where µn is a 2× 2 variable step-size.

To derive µn, we consider the Pseudo-Newton algorithm [52] that exploits the Hes-
sian matrix of the cost function. Therefore the names for these algorithms introduced
in this chapter will be AN-DA (AN stands for "Adaptive-Newton"), AN-DD, and AN-
CMA/AN-RDE.

The Pseudo-Newton approach leads to

µn = µH−1
n (wp,n), with Hn(wp,n) =

∂2Jn(wp)

∂wT
p ∂wp

∣∣wp,n
. (2.6)

After simple algebraic manipulations, the Hessian matrix is given by:

Hn(wp,n) = fp(n)y(L)(n)y(L)H(n) (2.7)

where fp(n) is specified for each algorithm in Table 2.1.

A-DA A-DD A-CMA/A-RDE
fp(n) 1 1 2|zp(n)|2

Table 2.1: fp(n) for A-DA, A-DD and A-CMA/A-RDE algorithms

The size of Hn(wp,n) is of 4L × 4L. In order to obtain the inverse of the Hessian
matrix given by Eq. (2.7), we will not directly inverse it since it raises two problems:
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• Huge additional computational load since the matrix inversion complexity is of
order O(L3).

• High numerical instability since the instantaneous Hessian matrix value fluctuates
strongly between two instants.

In order to fix these problems, one solution consists of using a recursive update
of the Hessian Hn(wp,n) incorporated a forgetting factor with past realizations of this
matrix. The recursivity will reduce the complexity while the forgetting factor (as done
for the so-called RMS algorithm where RMS stands for "Recursive Mean Square") will
reduce the instability.

The update structure for the Hessian matrix is thus given as in Eq. (2.8).

Hn(wp,n) = λHn−1(wp,n) + (1− λ)fp(n)y(L)(n)y(L)H(n) (2.8)

where λ is a forgetting factor satisfying: 0 ≤ λ ≤ 1 and assuming [52].
Note that for λ = 0, we obtain the instantaneous value of the Hessian matrix, i.e.,
the system has no memory about the past values of the Hessian and any problem has
been solved, and for λ = 1, we just consider the previous value of the Hessian and thus
iteratively the Hessian matrix associated with the first sample.

In a second step, the Inverse of the Hessian matrix can be obtained according to
Woodbury inversion lemma. Let us remind this lemma hereafter. Let A,U,C and V
be matrices of complex elements having sizes respectively (n× n), (n× k), (k× k) and
(k × n), with n and k two positive integers.This lemma "says" that

(A + UCV)−1 = A−1 + A−1.U.(C−1 + VA−1.U)−1.V.A−1 (2.9)

If we rewrite Eq. (2.8) as follows

Hn(wp,n) = λHn−1(wp,n) + y(n)(1− λ)fp(n)yH(n) (2.10)

and if we identify the different elements as follows

A = λHn−1(wp,n)

U = y(n)

C = (1− λ)fp(n)

V = y(L)H(n) (2.11)

we obtain

H−1
n (wp,n) = λ−1H−1

n−1(wp,n)

− λ−2H−1
n−1(wp,n)y(L)(n)y(L)H(n)H−1

n−1(wp,n)

[(1− λ)f(n)]−1 + λ−1y(L)H(n)H−1
n−1(wp,n)y(L)(n)

(2.12)

Note that both the inverse of µ and 1−λ are measures of the memory of the algorithms.
A rule for selecting λ and µ can be as follows [52]

λ+ µ = 1 (2.13)

The initialization of the Hessian matrix is done as follows

H−1
0 (wp,0) = δId (2.14)

with the identity matrix Id and a fixed positive number δ small enough so that the
learning algorithm has reliable initial convergence.
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2.4 Convergence analysis

We have considered the following channel: 1000ps/nm of CD, 50ps of DGD and a po-
larization rotation angle θ1 = θ2 = π/4 in Eqs. (1.19)-(1.21).
The equalizer length (whatever the considered algorithm to calculate it) is L = 3, i.e.,
each wp,q has 6 complex-valued coefficients. Such a length choice The choice of 6 is
typical for real-time implementations where the number of taps should be small to de-
crease the complexity.

For the sake of simplicity (also as the CMA performance are not degraded by these
impairments), we do not have neither phase noise nor CFO. In contrast, a constant phase
estimate is necessary after equalizer due to phase ambiguity. Such a phase estimation
is done through DD algorithm based on Eq. (1.66). The filter coefficients for both
polarizations wp are initialized with wp,0 = (0..010..0) and are then updated using the
different algorithms and different step-size choices. The OSNR in 0.1nm is fixed to 20dB
corresponding to nearly +3dB of the 17dB theoretical OSNR required to obtain a BER
of 10−3 for 16-QAM.

2.4.1 Convergence of the A-CMA

The convergence of the A-CMA equalizer is presented Fig. 2.1, The BER is plotted
versus the number of filter updates. The update is done at the baud rate. As the
receive signal has been sampled at twice the baud rate, the number of filter updates
corresponds only to half the number of samples.
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Figure 2.1: Convergence speed of the A-CMA equalizer for different step-sizes µ

The convergence of the equalizer relies largely on the choice of the step-size. On the
one hand, a large step-size includes a fast convergence speed, however the steady state
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associated with the BER is high. Going the filter coefficients update with too large
step-size even degrades the performance as it can be seen for µ = 10−2. On the other
hand, small step-size can ensure better BER at steady-state, but at the expense of a
slow convergence.
The value of µ = 10−3 corresponds to the best trade-off between the convergence speed
and the BER at steady-state. Actually, a BER of 10−3 is obtained within 10,000
iterations. For this reason, this value will be used for the rest of this thesis. Notice that
the A-CMA equalizer is insensitive to the presence of reasonable phase noise.

2.4.2 Convergence of the AN-CMA

Keeping the value of µ = 10−3 obtained in the last section on the A-CMA, we now want
to study the impact of the initialization of the Hessian algorithm (parameter δ) on the
performance of the AN-CMA. This convergence is presented for different values of δ in
Fig. 2.2.
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Figure 2.2: Convergence speed of the AN-CMA equalizer for different values of the
Hessian matrix initialization δ (µ = 10−3).

The AN-CMA has a faster convergence speed for δ = 10. For instance, a BER
of 10−3 is now obtained with a sequence of only 5,000 symbols which corresponds to
doubling the convergence speed in comparison to the A-CMA. At the steady-state, a
BER ∼ 4.10−5, is obtained. This value should be compared to a BER slightly higher
than 10−4 for the A-CMA. Once again, the AN-CMA equalizer is insensitive to the
impact of phase noise.
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2.4.3 Convergence of the A-RDE

As already said during the discussion of the A-RDE convergence, the main drawback of
this method is connected to the fact that the right transmitted ring radius has to been
accurately selected. Therefore to ensure robustness, a pre-convergence step using the
A-CMA/AN-CMA is required. The A-RDE is thus used to enhance the steady-state
BER.
To confirm that, for a given number of iterations, we assigned the first half for equaliza-
tion using the A-CMA and the second half with the A-RDE equalizer. The performance
of such a scheme is presented for different step-sizes in Fig. 2.3. Notice that the same
step-size is used for both the coarse convergence step (A-CMA) and the fine convergence
step phase (A-RDE).
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Figure 2.3: Convergence speed of the A-RDE equalizer for different step-sizes µ.

The algorithm tends to converge for nearly all the considered step sizes. This can be
explained by the fact is A-RDE is well adapted to QAM modulations. Moreover, faster
convergence is possible since once again the A-RDE offers a gain of factor 2 compared to
the A-CMA. The steady-state is also improved and is similar to that obtained with the
AN-CMA. Finally the value of µ = 5.10−3 represents the best value for the step-size,
and therefore will be used to study the performance of AN-RDE.

2.4.4 Convergence of the AN-RDE

This method is a combination of an algorithm adapted to QAM formats (RDE) and a
fast converging algorithm (AN approach). The performance are depicted in Fig. 2.4.

It is the best algorithm so far since the convergence is obtained in just 2,000 symbols
and a steady-state BER ∼ 5.10−5 is ensured and is the closest to the theoretical limit.
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Figure 2.4: Convergence speed of the AN-RDE equalizer for different values of the
Hessian matrix initialization δ (µ = 5.10−3).

In Fig. 2.5, we plot the equalizers on both polarizations (left= polarization X,
right=polarization Y) after the initialization step ((a)-(b)), after the A-CMA ((c)-(d)),
and after the AN-RDE ((e)-(f)) when 10,000 iterations have run.

We observe the equalizers do not exhibit similar taps which is logical since the
steady-states are different for each considered algorithm.

In Fig. 2.6, we plot the 16-QAM constellations after A-CMA or AN-RDE followed by
constant phase compensation for both polarizations (first row=polarization X, second
row=polarization Y).

Once again, we observe that the AN-RDE leads to a better 16-QAM than the A-
CMA. Indeed, the 16-QAM for AN-RDE offer narrower disks which leads to a higher
robustness to additive noise and thus a gain in OSNR.

In Fig. 2.7, we plot the BER versus the OSNR the number of iterations for the
different equalizers to 10.000.

The A-RDE/AN-RDE (especially the A-RDE) show worse performance in com-
parison to the A-CMA/AN-CMA equalizer at low OSNR. However, the A-RDE and
AN-RDE become better at high SNR than the A-CMA and AN-CMA respectively. We
also see that the Newton based equalizers have better steady-state in comparison to the
gradient based ones using a fixed step-size which justifies the contribution done in this
chapter. The AN-CMA and the AN-RDE have very close performance and also close
to the theoretical limit.

Nevertheless, all our analysis is based on one CD value (which is one of the worst
one) and on time-unvarying filter. Therefore, in the sequel, we study our An based
algorithms for these two cases (CD in Section 2.4.6 and time-varying channel in Section
2.4.7)
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Figure 2.5: Real and imaginary parts of equalizers: (a) at initialization on Pol.X, (b) at
initialization on Pol.Y, (c) after A-CMA on Pol.X, (d) after A-CMA on Pol.Y, (e) after
AN-RDE on Pol.X, (f) after AN-RDE on Pol.Y. The number of iterations is 10,000.

2.4.5 Impact of the filter length

We study the impact of the filter length on the performances of the different algorithms:
A-CMA, AN-CMA, A-RDE, and AN-RDE.

In Fig. 2.8, the convergence of the A-CMA is presented for different equalizer lengths.
The best performance are obtained with equalizer lengths of L = 3, L = 4 and L = 5.
The equalizer may either not converge or slowly converge when the equalizer filter is
too small. Moreover the steady-state BER is higher. Increasing the equalizer length
too much may also degrade the performance after convergence.

In Fig. 2.9, the convergence of the A-RDE is presented for different equalizer lengths.
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 2.6: 16-QAM constellation: (a) at the receiver, (b) after A-CMA, (c) after A-
CMA and constant phase compensation, (d) after AN-RDE, (e) after AN-RDE and
constant phase compensation. The number of iterations is 10,000. First (resp. second)
row corresponds to the Polarization X (resp. Y).
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Figure 2.7: BER versus OSNR for different blind equalizers. The number of iterations
is 10,000.

The convergence of the A-RDE is more sensitive to the equalizer length than the
A-CMA. The speed of convergence is slower when using large filters.

In Figs. 2.10 and 2.11, the convergence of the AN-CMA and AN-RDE are analyzed
with respect to different equalizer lengths respectively. The Newton based equalizers
are less sensitive to the increase of the equalizer length. For L > 2, the equalizers have
the same convergence speed and nearly similar steady states as seen in Fig. 2.10 and
Fig. 2.11.
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Figure 2.8: Convergence of the A-CMA for different filter lengths (µ = 10−3).
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Figure 2.9: Convergence of the A-RDE for different filter lengths (µ = 5.10−3).

2.4.6 Impact of chromatic dispersion

Now we want to study the compensation of CD using the above described blind equal-
izers. We have considered 10,000 iterations for each equalizer and an equalizer length
L = 3. In the case of A-RDE/AN-RDE equalization, the first half iterations (i.e., 5000)
are implemented for coarse convergence with A-CMA/AN-CMA and the second half for
the A-RDE/AN-RDE. The BER versus CD is given in Fig.2.12.

BER is kept below 10−3 up to 1000ps/nm for the A-CMA, 1250ps/nm for the A-
RDE and 1750ps/nm for both Newton based equalizers AN-CMA and AN-RDE.
For high CD values, the CMA based equalizers are better than the RDE ones. Indeed,
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Figure 2.10: Convergence of the AN-CMA for different filter lengths (µ = 10−3, δ = 10).
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Figure 2.11: Convergence of the AN-RDE for different filter lengths (µ = 5.10−3, δ =

10).

this can be explained by the fact that the first 5000 iterations of the CMA are not
enough to ensure the coarse convergence of the algorithm before moving to the RDE.
The used RDE takes decisions based on the wrong signal radii and therefore it induces
errors to the estimation and degrades the performance. Once again, we observe that
the AN approach proposed here provides relevant solution to the presence of high CD.
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Figure 2.12: BER versus CD for different blind equalizers. The number of iterations is
10,000 symbols.

2.4.7 Impact of time-varying channels

The study of the tracking ability of the proposed equalizers is also important. Both
RDE and CMA should be able to track relatively fast varying channel variations.

For the sake of simplicity, we only consider infinite polarization rotation modeled
by the Jones matrix. Consequently, the residual CD is assumed to be null, and the
PMD only gives rise to one time-varying rotation. The polarization mixing is thus in-
stantaneous and does not lead to inter-symbol interference but just to inter-polarization
interference. The channel impulse response at time t0, denoted by t 7→ Ca,t0(t), can be
written as [40]

Ca,t0(t) =

[
cos(Ωt0) sin(Ωt0)

− sin(Ωt0) cos(Ωt0)

]
δ(t) (2.15)

where Ω is the rotation speed in rad/s.

The BER versus the rotation speed for an OSNR=20dB in 0.1nm is depicted in
Fig. 4.14.

Firstly, the fixed step-size based adaptive equalizers show better tracking capacity
than the AN approach. This is not a surprise since the Hessian matrix update uses
the system memory through the forgetting factor λ. The Newton based equalization
is thus well adapted for slowly time-varying channels. Nevertheless all the algorithms
show a tracking capacity for a speed of channel variation of ∼ 0.5Mrad/s and except
the AN-CMA, all the other algorithms can track variations larger than 1Mrad/s.
Those algorithms can thus be robust enough to track the maximum variation of the
state of polarization of about some tens of radians in already installed systems [26].
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Figure 2.13: Tracking capacity for the different equalizers

2.5 Computational Load

The complexity of the equalization algorithms is an important issue for the implemen-
tation of real time coherent receivers. Due to an important number of iterations to
reach convergence and the necessity to adapt often the filter taps, it is essential to use
a small number of filter taps for the MIMO equalizer and to increase the convergence
speed.
The implementation of a complex multiplication (flop) in digital circuits of two com-
plex scalars wp and yp implies four real multiplications and two additions as depicted
in Fig. 2.14.

wp
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ℜ(wp)ℜ(yp)

ℑ(yp) ℑ(wpyp)

ℜ(wpyp)

ℜ(wp) ℑ(wp)

ℑ(wp)

+

+

+

−

=

wpyp

Figure 2.14: Complex-valued multiplication.

Therefore, it is costly in terms of calculation in comparison to real multiplications,
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divisions, additions and subtractions. We thus neglected these last operations in the
calculation of the computational load. The computational load of the fixed step-size
based approach is O(4L) corresponding to vector multiplication while that of the New-
ton base one is O((4L)2) corresponding to the calculation of the Hessian matrix. Now,
we compare the computational complexity of the different algorithms described above.
This complexity is given as the number of flops required to attain a target BER of 10−3.
We neglect the control operations determining the best radius to use so, the RDE and
CMA has the same number of flops per iteration which corresponds to one filter update.
However in practice the RDE is slightly more complex than the CMA.
Based on Fig. 2.15 that summarizes the performances of the different equalizers in terms
of convergence, the number of iterations required for BER∼ 10−3 is extracted and the
total flops used to optimize the filter coefficients are summarized in Table. 2.2.
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Figure 2.15: Speed of convergence of the different equalizers for their optimized param-
eters

Algorithm A-CMA AN-CMA A-RDE AN-RDE

Update equation 2(4L+ 1) 2(4L+ 1) 2(4L+ 1) 2(4L+ 1)

per it. and pol.
Hessian eval. - 4(4L)2 + 4L+ 2 - 4(4L)2 + 4L+ 2

per it. and pol.

# it. 10000 5000 4000 2000
Total Flops (×103) 520 3085 260 1232

Table 2.2: Complexity for different equalizers.

As shown in previous Sections, the Newton based adaptive equalization doubles the
speed of convergence of both the CMA and RDE equalizers. However, the computational
complexity increases by a factor of ∼5.
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2.6 Conclusion

In this chapter, we studied the adaptive equalizer using a fixed and variable step-sizes.
The performance of the RDE was also addressed. The RDE algorithm, when used after a
pre-convergence based on the classical CMA algorithm, improves the algorithm in terms
of steady-state. Newton based adaptive equalization method relies on the calculation of
the inverse of the Hessian matrix on a recursive ways, allows to have faster convergence
speed and better BER at the steady-state. Convergence speed is actually improved by
a factor of ∼2.
In the last part of this chapter, we addressed the computational load in terms of the
number of flops (complex multiplication), the Newton based adaptive equalizer requires
the calculation of a square matrix of size the FIR filter corresponding to one polarization,
increases the complexity of the algorithm by a factor of ∼5.
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Chapter 3

Block-wise Carrier Frequency Offset
Estimation

3.1 Introduction

M-ary quadrature amplitude modulation (M-QAM) formats combined with coherent
detection and digital signal processing (DSP) are promising candidates for the imple-
mentation of the next generation optical transmission systems. However, those modu-
lation formats are more sensitive to phase errors than M-PSK formats.
These phase errors may correspond to constant phase offset, carrier frequency offset
(CFO) and laser phase noise [53]. Several carrier frequency estimators have been al-
ready presented for QPSK based optical transmissions. These algorithms rely either on
the phase difference between two adjacent received samples [45,54] or the maximization
of the FFT of the fourth-power received samples. The performance of these algorithms
are quite sufficient for QPSK based transmission. In contrast, when QAM modulation
is used, the phase difference based algorithm fails and the FFT based algorithm does
not provide accurate enough estimate. Indeed, QAM modulation is more sensitive to
CFO than QPSK and thus requires very accurate estimate of the CFO.

In this chapter, we propose a new (block-wise) blind estimate for the CFO well
suitable for QAM modulation.

This chapter is organized as follows: Section 3.2 is devoted to signal model and
also performance metric definition. In Section 3.3, we remind the two CFO estimate
commonly used in the "optical communications literature". In Section 3.4, we propose
our new estimate based on both polarizations and the real spectrum maximization. We
especially show, in Section 3.5 that the obtained performance are well adapted for real
systems requirement using QAM modulation even when high CD, PMD or phase noise
occur. This algorithm can be adapted to PSK formats as well.

3.2 Signal model

The Carrier Frequency offset (CFO) is due to the frequency mismatch between the LO
and the signal lasers. Thanks to the equalization procedure described in the previous
chapter, we can now assume that the inter-symbol interference raised by the residual
CD and the PMD. Therefore the (baud-rate) output of the equalizer on polarization p,
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already denoted by zp(n), can be written as follows

zp(n) = sp(n)e2iπ(ϕ0,p+nϕ1) + b′p(n) (3.1)

where it remains two drawbacks:

• ϕ1 = δfaTs is the discrete-time (baud-rate) FO. The FO is independent of the
polarization state of the received POLMUX signals.

• ϕ0,p corresponds to the constant phase. This constant phase occurs since the blind
equalizer is only able to determine the filter up to a constant phase.

and where b′p(n) is the additive zero-mean circularly-symmetric complex-valued Gaus-
sian noise.

The goal of this chapter is to exhibit accurate estimate of the "discrete" CFO ϕ1.
To evaluate the accuracy of the estimate, the performance metric used will be the

mean square error (MSE) defined as

MSE = E[|ϕ1 − ϕ̂1,N |2] (3.2)

where ϕ̂1,N is the considered estimate when N received samples zp(n) are available on
each polarization.

We assume the CFO ϕ1 is constant within the observation window of length N .

3.3 State-of-the-Art

3.3.1 Differential phase based method

The widely used Carrier Frequency Offset estimate for optical communications was
presented in [45] and is suitable for M -PSK modulation. It is defined as

ϕ̂1,N =
1

2πM
∠
N−1∑

k=0

[zp(k + 1)zp(k)]M (3.3)

To understand the underlying idea associated with this estimate, we have to work on

Z(k) = [zp(k + 1)zp(k)]M

After simple derivations using Eq. (3.1), we obtain that

Z(k) = [sp(k + 1)sp(k)]Me2iπMϕ1 + e(n) (3.4)

where e(n) is an additive zero-mean noise depending on the symbols and on the noise.
Notice that e(n) vanishes in noiseless case.

When M -PSK, is used at the transmitter side, the modulated term in Eq (3.4) is
eliminated and becomes constant equal to R2M where R is the radius of the considered
PSK. Finally, we have

Z(k) = R2Me2iπMϕ1 + e(n). (3.5)

Then standard ML phase estimator (assuming a Gaussian independent distribution for
e(n) even if not) is applied and leads to Eq. (3.3). Therefore this estimate offers excellent
performance in the context of PSK. Modification can be done to adapt this algorithm
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to QAM by considering M = 4 whatever the QAM size. But, the performance will be
dramatically degraded. Indeed, due to the non-constant property of the QAM, the term
[sp(k + 1)sp(k)]M can not be removed and so prevents a good estimate of the CFO ϕ1.

Let us come back to the PSK case. The estimate of the CFO ϕ1 can be viewed as
a phase estimate based on the modified received signal Z(k). It is well-known that the
the MSE of a phase estimate decreases inversely proportional to the number of observa-
tion samples. Therefore the MSE of this CFO estimate decreases as 1/N which is not
optimal at all. Same reasoning can be applied for the QAM extension with, in extra, a
self noise phenomenon. As M-QAM is more sensitive to FO, designing more accurate
estimators is still required.

In order to evaluate the performance of the differential phase based CFO, we present
first, in Fig. 3.1, the MSE versus OSNR for the 14Gbaud PolMux QPSK-case with dif-
ferent sizes of the observation window. We generate an CFO randomly located between
0 and 3.5GHz. Note that due to the elevation to M th-power, the range of this kind
of estimators is [−Rs/M,+Rs/M ] where Rs is the baud rate of the transmission. The
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Figure 3.1: MSE versus OSNR using the differential phase based method for QPSK

MSE decays as the inverse of the OSNR and is below ∼ 10−6 as soon as OSNR is larger
than 10dB and for an observation window of 4096. Notice also that the larger the obser-
vation window used is, the more accurate this kind of estimators is. The residual CFO
can then be considered as a phase noise and can be managed using the Viterbi-Viterbi
algorithm for the constant phase estimate reminded in Chapter 1 [47].

In the QAM case, we have to modify the estimate introduced in Eq. (3.3) accordingly.
The MSE of the differential phase based method versus OSNR for different observation
window duration for 16-QAM is depicted in Fig. 3.2. A rough estimate of the CFO is
obtained since only an MSE of ∼ 10−5 can be obtained and a error floor occurs due to
the self noise provoked by the modulated term in Eq. (3.4). Moreover the MSE equal
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Figure 3.2: MSE versus OSNR using the differential phase based method for 16-QAM

to ∼ 4.10−6 is only reached for high OSNR, typically larger than 20dB.

In Fig. 3.3, we depict the MSE versus the size of the observation window N . We
confirm that the MSE decreases as 1/N for both QPSK and QAM formats. The MSE
is around ∼ 10−8 for QPSK and ∼ 10−5 for QAM when the observation window is more
larger than 1, 000 symbols.
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Figure 3.3: MSE versus N at OSNR = 20dB for QPSK and 16-QAM

Finally as QAM formats are more sensitive to the CFO, our numerical illustrations
confirm that accurate CFO estimators have still to be developed.
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3.3.2 FFT maximization based method

An other way to estimate the CFO obviously relies on the spectrum of the received
signal in which a peak at the CFO value should be there. Let us introduce such a type
of algorithm for M -PSK since the literature in "optical communications" only evokes
spectrum maximization based method under PSK assumption [25,55].

Once again, we elevate at the power M a function of the received signal. Let
Z̃(n) = z(n)M for a M -PSK. Then

Z̃(n) = sp(n)Me2iπM(ϕ0,p+ϕ1n) + e′(n)

where e′(n) is an additive zero-mean noise depending on the transmit symbols and the
noise. When M -PSK is used, the term sp(n)M becomes constant. Therefore, we have

Z̃(n) = RMe2iπM(ϕ0,p+ϕ1n) + e′(n)

So we just would like to estimate a pure harmonic in additive noise. Without
considering the dependence of the noise with the data, we shall do that by maximizing
the spectrum. In order to reduce the complexity, only the N - FFT frequencies are
considered. Thus

ϕ̂1,N =
1

N
arg max

k∈{0,··· ,(N−1)/M}

∣∣∣∣∣
1

N

N−1∑

n=0

zp(n)Me−2iπMkn/N

∣∣∣∣∣

2

The MSE of such an algorithm decreases as 1/N2 which is better than that of Section
3.3 but still not optimal [56].

In this Chapter, we will extend and improve such a approach by spectrum max-
imization: indeed, the tested frequencies will be modified by keeping the complexity
reasonable. Then an two polarization based version will be considered. Finally QAM
modulations (instead of PSK ones) will be taken into account.

3.4 Proposed Carrier Frequency Offset estimate

The construction of relevant blockwise blind estimators for the frequency offset in the
context of either PSK or QAM modulations can be done by using the unique framework
of the non-circularity [48, 49]. Indeed, due to rotation symmetry, it is well-known that
for M-PSK, the term E[sp(n)Q] 6= 0 with Q = M . For M-QAM, we have E[sp(n)Q] 6= 0

with Q = 4. Then one can write zp(n)Q as E[zp(n)Q] + ep(n) where ep(n) is a zero-
mean process that can be viewed as disturbing noise. Moreover as the noise b′p(n) is a
circularly-symmetric Gaussian noise, we have that

E[zp(n)Q] = E[sp(n)Q]e2iπQ(ϕ0,p+ϕ1n).

Consequently, we get
zQp (n) = Ape

2iπQ(ϕ0,p+nϕ1) + ep(n) (3.6)

where Ap = E[sQp (k)] 6= 0 is a constant amplitude. The most important thing now
is to remark that zQp (n) is actually a constant-amplitude complex exponential with
frequency Qϕ1 disturbed by a zero-mean additive noise. One can thus deduce the
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following frequency offset estimator based on the maximization of the sums of the
periodograms associated with zQp (n) and zQq (n).

ϕ̂1,N =
1

Q
arg max

ϕ∈[− 1
2
, 1
2

)
(f1(ϕ) + f2(ϕ)) (3.7)

where

fp(ϕ) =

∣∣∣∣∣
1

N

N−1∑

n=0

zp(n)Qe−2iπϕn

∣∣∣∣∣

2

(3.8)

with N the number of available samples.
When PSK is encountered, our algorithm is a natural extension of the so-called

Viterbi-Viterbi algorithm [46, 57] by combining linearly the periodogram obtained on
each polarization. When QAM is encountered, our algorithm is also a natural extension
of an existing algorithm [48]. Notice that even if the same framework enables us to
treat PSK and QAM together, the performance of these algorithms are constellation-
dependent. Actually, PSK works better since E[sp(n)Q] = sQp (n) whereas, for QAM,
E[sp(n)Q] 6= sQp (n) which leads to self-noise [56,58].

The main issue now concerns the evaluation of the maximum in Eq. (3.7). Actu-
ally, in the "optical communications" literature, the maximization is done through the
computation of a discrete-frequency spectrum (FFT). This FFT either has N points or
has been zero-padded with αN points (α > 1 is fixed once). Thanks to [56], the Mean
Square Error (MSE) on the frequency offset decreases as 1/N2 for such algorithms im-
plementation. As M-QAM is more sensitive to frequency offset, such MSE decreasing
trend is not enough and more accurate estimator is required. Therefore we here pro-
pose to maximize the periodogram in different way. We compute the maximization of
periodogram into two steps as follows

1. a coarse step which detects the maximum magnitude peak which should be located
around the true frequency offset. This is carried out via a Fast Fourier Transform
(FFT) of size N .

2. a fine step which inspects the cost function around the peak detected by the
coarse step. This step may be implemented by a gradient-descent algorithm or
the Newton algorithm [58].

Since [58], we know that the MSE associated with the algorithm carrying out the two
steps decreases as 1/N3 and thus is significantly more accurate than the FFT based
maximization.

In the second step, a Newton based gradient-descent algorithm is used, and the
update equation is as follows

ϕ̂`+1
1,N = ϕ̂`1,N + µ

f ′1(ϕ̂`1,N ) + f ′2(ϕ̂`1,N )

|f ′′1 (ϕ̂`1,N ) + f ′′2 (ϕ̂`1,N )|

where
f ′p(ϕ) =

∂fp(ϕ)

∂ϕ
= 2<(gpg′p)

and

f ′′p (ϕ) =
∂2fp(ϕ)

∂ϕ2
= 2<(gpg′′p) + |g′p|2
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with

gp =

N−1∑

n=0

zp(n)Qe−2iπϕn,

g′p =
∂gp
∂ϕ

= −2iπ

N−1∑

n=0

nzp(n)Qe−2iπϕn,

and

g′′p =
∂2gp
∂ϕ2

= −4π2
N−1∑

n=0

n2zp(n)Qe−2iπϕn.

A stop condition for the iteration can be given by a maximum number of iteration
(≤ 50 per example) or satisfying the condition given by Eq. (3.9)

‖ϕ̂`+1
1,N − ϕ̂`+1

1,N‖ ≤ ε (3.9)

with ε a small positive number.
As a conclusion, while the two-steps based maximization has been already used in

"wireless communications" literature, the proposition of combining two periodograms of
both ways (i.e. two polarizations in optical context or two antennas in wireless context)
is new.

Fig. 3.4 and Fig. 3.5 illustrate our two steps procedure for the proposed frequency
estimate. Indeed, in Fig. 3.4, we plot the FFT of the fourth power of the received signal
since 16-QAM is employed. The sought CFO is equal to 1GHz, which means that a
peak around 4GHz has to occur on the spectrum. We observe several peaks around

−6 −4 −2 0 2 4 6
Frequency in GHz

Figure 3.4: FFT of the fourth-power of the received signal for 16-QAM. Sought CFO is
1GHz.

4GHz but not at 4GHz since this frequency in our example does not correspond to a
FFT frequency. Therefore, we would like to refine the estimate to catch the true peak
at 4GHz. In Fig. 3.5, a zoom around the true point is performed and not only FFT
frequencies are considered. We observe that the extra-step enables us to improve the
estimation accuracy since we are now able to be closer to the sought CFO.

We remind that the range of our CFO estimate is [−Rs/Q,Rs/Q] where Q is the
considered power (Q = 4 for QAM). In the case of 14Gbaud POLMUX 16-QAM trans-
mission, the range is thus equal to [-3.5, 3.5]GHz.
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Figure 3.5: Zoom on the spectrum of the fourth power of the received signal for 16-QAM.
Sought frequency is 1GHz.

3.5 Estimation performance

In order to evaluate the performance of the proposed block-wise carrier frequency offset
estimator, we used the above-described model to generate the PolMux 16-QAM signal.
Unless otherwise stated, we simulate a channel without CD and PMD (as explained in
Section 3.3, we have assumed a perfect channel compensation). We then added CFO
randomly chosen between 0 and 3.5GHz. The CFO is estimated using one of the 4
following methods:

• Coarse step based on one polarization (which corresponds to an already-existing
algorithm described in Section 3.3.2),

• Coarse step based on both polarizations,

• Coarse and fine steps based on one polarization,

• Coarse and fine steps based on both polarizations.

In Fig. 3.6, we plot the MSE versus OSNR when the FFT size (equivalently the ob-
servation window) is N = 256, 1024 and 4096. The most important gain in performance
is due to the use of the fine step. For instance, a MSE below 10−11 (corresponding to
some hundreds of kHz of residual FO) can be reached by using both polarizations and
both steps as soon as N = 1024 and OSNR = 20dB. The outliers effect [56] observed
at low OSNR is reduced thanks to the use of both polarizations. When N = 1024, at
OSNR = 20dB (usual OSNR for 16-QAM transmission), the MSE is equal to 10−11 with
our complete estimate, 10−8 with the FFT based estimate, and 10−4 with the differen-
tial phase based estimate (cf. Fig. 3.2). Notice that this corresponds respectively to
a remaining CFO of 40kHz, 1MHz, and 100MHz. Consequently, our estimate strongly
improves the CFO accuracy.

In Fig. 3.7, we plot the MSE versus N when OSNR =20dB. One can easily check
that the MSE decays as 1/N2 for the methods based on the coarse step and 1/N3 for
those based on the fine steps.

In Fig. 3.8, we plot the value of the residual CFO versus the true value of the sought
CFO δfa. The extrema for the x-label are chosen such that 4ϕ1 = 4δfaTs correspond
to two adjacent FFT frequencies k0/N and (k0 + 1)/N with k0 an arbitrary integer. In
our example, since N = 1024, the gap on δfa between two FFT frequencies is equal to
3.439MHz.
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Figure 3.6: MSE versus OSNR (a) N = 256 (b) N = 1024 (c) N = 4096.

Thanks to the fine step, the residual CFO is insensitive to the location of the true
CFO, and it is kept below 200kHz. In contrast, using the methods only based on the
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Figure 3.7: MSE versus N (OSNR = 20dB).
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Figure 3.8: Residual CFO versus the initial CFO for different methods (N = 1024,
OSNR = 20dB). For example,

coarse step often leads to larger residual CFO exceeding 1MHz.

3.5.1 Tolerance to CD

We would like know analyze the robustness of our estimate to the presence of residual
CD whereas we have so far assumed that the CD is perfectly compensated for. The
estimator described in previous section remains the same even if the signal model given
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in Eq. (3.1) is slightly modified due to the presence of the residual CD.
We considered here OSNR = 20dB and N = 1024 and a 14Gbaud PolMux 16-QAM

transmission . In Fig. 3.9, we plot the residual CFO versus the true CFO for different
values of the residual CD when the proposed CFO estimate with both polarizations and
fine step is carried out.
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Figure 3.9: Residual CFO versus the initial CFO for different residual CDs using the
proposed CFO estimate with both polarizations and fine step (N = 1024, OSNR =

20dB).

We remark that the proposed CFO estimate is robust to the presence of the residual
CD since the residual CFO is kept below 150kHz up to 750ps/nm of CD.

3.5.2 Tolerance to PMD

Now, we would like to analyze the robustness of the proposed FO estimator against the
PMD (assuming no residual CD). For the sake of simplicity, we consider the following
channel filter frequency response (cf. [25, 59] or Ed. (1.21))

C̃a(ω) = RθD0,φ(ω)R−1
θ (3.10)

with

Rθ =

[
cos(θ) sin(θ)

− sin(θ) cos(θ)

]
, (3.11)

and

D0,φ(ω) =

[
e+iφ 0

0 e−iφ

]
. (3.12)

We thus omit the DGD since τDGD = 0.
In Fig. 3.10, we plot MSE for CFO estimation versus φ and θ defined in Eqs. (3.11)-

(3.12). For each channel realization, the MSE is averaged over 100 different values of
CFO randomly chosen between 0 and 3.5GHz. We inspect four cases:
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1. one polarization and fine step based estimator implemented before CMA equal-
ization,

2. both polarizations and fine step based estimator implemented before CMA equal-
ization,

3. one polarization and fine step based estimator implemented after CMA equaliza-
tion,

4. both polarizations and fine step based estimator implemented after CMA equal-
ization.

Notice that in order to avoid the singularity issue (the two output polarizations after
CMA provide the same stream!), we implement the CMA proposed in [59] which han-
dles the singularity issue 1.

When the CFO estimator is implemented before PMD compensation, i.e., before
CMA equalization, the CFO estimation fails when θ is between 30o and 60o. The
failure probability is stronger when only one polarization is used as already seen for the
outliers effect in Fig. 3.10. In contrast, the failure probability totally vanishes when the
CFO estimator is implemented after the PMD compensation. Therefore, we advocate
to equalize the received signal before to estimate the CFO which confirms the receiver
structure described in Fig. 1.16.
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Figure 3.10: log10(MSE) (N = 1024, OSNR=20dB). i) one polarization before equaliza-
tion, ii) both polarizations before equalization, iii) one polarization after equalization,
and iv) both polarizations after equalization.

1Notice that we here implement the adaptive version of the CMA proposed in [59], while an adap-
tation to a blockwise version of this CMA is straightforward and done in Chapter 4.
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In Fig. 3.11, we plot the received signal samples (at baud rate) before/after CMA
equalization and before/after CFO estimation when N = 1024 and OSNR = 20dB for
16-QAM. Cd and PMD are assumed to be zero. The initial CFO is 2.2575GHz. We

(a) (b)

(c) (d)

Figure 3.11: Received signal samples (at baud rate) (a) before CMA equalization (b)
after CMA equalization (c) after CMA equalization and CFO estimation using only the
coarse step (d) after CMA equalization and CFO estimation using fine step.

observe that the CMA equalizer followed by our CFO estimate enables us to retrieve
the 16-QAM constellation properly.

3.5.3 Tolerance to phase noise

The phase noise is a major propagation effect that should be compensated for when
using multilevel modulation formats since the receiver makes decision relying not only
on the signal amplitude but also on the signal phase. Therefore any proposed CFO
estimate has to tolerate phase noise.

In Fig. 3.12, we plot the residual CFO versus the initial CFO (taken between two
adjacent FFT frequencies) for different values of the phase noise. The OSNR is fixed
to 20dB, N = 1024, and only the CFO based on both polarizations and the fine step is
considered. CD and PMD are assumed to be zero.

The residual CFO is sensitive to the phase noise level. For example, a residual
CFO less than 2MHz is still ensured with a phase noise level of δνTs = 10−4. Such
a phase noise level is close the maximum tolerable value in the state-of-the-art of the
CFO estimators [32], [35] when PolMux 16-QAM modulation formats are considered.

3.5.4 Residual CFO compensation

After our CFO estimate, we remarked that a residual CFO still occurs. We would
like to see if this residual CFO can be still compensated for by viewing it as a time-
varying phase (ϕ̂1,N − ϕ1)n. To compensate for this "phase noise", we will implement
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Figure 3.12: Residual CFO versus the initial CFO for different values of the phase noise
using the proposed CFO estimate with both polarizations and fine step (N = 1024,
OSNR = 20dB).

an additional phase tracking DD algorithm based on Eq. (1.68). In this section, CD
and PMD are fixed to zero.

First of all, to designing the step-size of the DD phase adaptive algorithm, we plot
in Fig. 3.13 the BER obtained with this algorithm versus OSNR in AWGN 16-QAM
context. The phase and the CFO are assumed equal to zero.

We observe that even in absence of phase deviation, the phase compensation algo-
rithm can degrade the performance if µ is too high. Indeed, due to noise, the 16-QAM
points are not necessary well located and then the phase correction can be high (if µ
is high) and goes to a wrong direction. Therefore µ has to be small enough to prevent
this phenomenon. We will consider µDD = 10−2.

In Fig.3.14, we consider the BER versus OSNR when arbitrary residual CFO ϕ1 =

δfaTs is considered. The values of ϕ1 corresponds to 140kHz, 1.4MHz, and 14MHz
respectively which are realistic values of residual CFO as viewed in previous subsections.
The residual CFO is then compensated for through the DD adaptive phase algorithm.
This extra phase estimate enables us to compensate for a residual CFO up to 140kHz

without OSNR penalty at any reasonable target BER. Therefore coupling our block-
wise CFO estimate (which provides typically a residual CFO of tens of kHz) with a DD
adaptive algorithm for the residual one is a relevant scheme.

Finally, in Fig. 3.15, we plot the BER versus the initial CFO when different block-
wise CFO estimates followed by a DD adaptive phase algorithm are carried out. We
considered N = 1024, OSNR = 20dB, µDD = 10−2. Thanks to the fine step, the BER
is is insensitive to the location of the initial CFO. In contrast, using the methods only
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Figure 3.13: BER versus OSNR using DD adaptive phase estimate and various step-sizes
µDD.
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Figure 3.14: BER versus OSNR for DD adaptive phase algorithm when various residual
CFO are used.

based on the coarse step often leads to a higher BER.
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Figure 3.15: BER versus the initial CFO for different methods (N = 1024, OSNR =

20dB).

3.5.5 BER of the whole system

In order to study the impact of the accuracy of the used CFO estimator, we considered
a POLMUX tranmission using 16-QAM 112Gbit/s. The channel exhibits a residual CD
of 250ps/nm, a polarization rotation θ = π/4, a value of DGD τDGD = 50ps and a total
laser phase noise for both the transmission and the local oscillator lasers of δνTs = 10−5.
CFO is generated randomly from 0 to 3.5GHz (corresponding to Rs/4).

In Fig. 3.16, we plot the BER of the above-mentioned system versus OSNR when
three types of CFO estimates have been considered after residual CD and PMD com-
pensation:

1. A differential based method with a size of block N = 1024 [45],

2. A spectrum maximization method based on the coarse step only with an FFT size
of N = 1024, and using the signal contained on just one polarization,

3. A spectrum maximization method based on both the coarse and fine steps and
using both polarizations, once again N = 1024 is the size of the FFT used.

The residual CD and PMD have been compensated for with an A-CMA with equalizer
length L = 3 and fixed step-size µ = 10−3. Once the CFO is estimated and compensated
for, we used a DD-based constant phase estimator as explained in the previous section
with a fixed-step-size µDD = 10−2 to compensate for the residual CFO and the laser
phase noise. The number of iterations is fixed to 10,000.

BER is kept below the FEC limit (2.10−3) for an OSNR larger than 20dB, when
using the third method. However, an error floor of ∼ 2.10−2 is obtained when using the
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Figure 3.16: Performance of the transmission system using different methods for CFO
estimation.

second method. Moreover, using the first method (due to insufficient accuracy of the
CFO estimator), the receiver can not retrieve the transmitted sequence and the BER is
kept too high regardless the considered OSNR.

3.6 Conclusion

In this chapter we presented a block-wise CFO estimate based on the spectrum max-
imization. This maximization relies on a coarse step via the Fast Fourier Transform
of the fourth power received signal followed by a fine step based on a gradient-descent
optimization. Thanks to the fine step, the residual CFO is insensitive to the location of
the FO and it is kept small. Moreover the use of both polarizations reduces the outliers
zone and still improves the estimation accuracy.
The proposed CFO estimate allows to achieve accuracy of some kHz, and it is robust
to channel propagation impairments such as CD and laser phase noise. However, this
estimator may fail if used before polarization demultiplexing. Our CFO estimate is well
adapted for the multilevel modulation formats QAM and can be applied as well to the
PSK formats.
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Chapter 4

Block-wise Blind Equalization

4.1 Introduction

Coherent detection combined with multilevel modulation such as M-ary quadrature
modulation (M-QAM) formats are one of the most relevant techniques to increase the
spectral efficiency and reach higher bit rates [19, 60, 61]. Indeed, it has been shown
that up to 400Gbit/s optical coherent transmission can be done by combining a real
Analog to Digital Converter (ADC) with offline signal processing [20,62]. Nevertheless,
only 112Gbit/s [63, 64] and 40Gbit/s [65] coherent transmission has been experimen-
tally tested in real-time is now proposed in commercial products. Therefore coherent
transmission is the leading candidate for the next generation optical transmission net-
work at 100Gbit/s (also, called, 100Gbit Ethernet). However, due to the increase of the
data traffic in a mid-term future, very high bit rate will be required (up to 1Tbit/s).
To satisfy such a rate, the symbol rate and the constellation size have to be increased
accordingly. Unfortunately, this ultra-high data rate transmission will be more sensi-
tive to the various signal distortions generated by the optical fiber and the transmit-
ter/receiver devices. Consequently the main challenge will be to develop digital signal
processing algorithms counter-acting the propagation impairments (typically, the trans-
mission distance is about several thousand kilometers) but compatible with electronic
circuits complexity and speed.

Throughout this chapter, only the linear propagation impairments will be assumed.
When polarization multiplexing (PolMux) is carried out, there are two kinds of inter-
ference: i) inter-symbol interference (ISI) associated with its own polarization due to
the so-called (residual) chromatic dispersion (CD) and with the filtering effect at the
transmitter and receiver sides, and ii) inter-polarization interference (IPI) due to the
mixing of both polarizations given rise by the so-called polarization mode dispersion
(PMD) [66,67]. Another source of degradation concerns the phase errors which can be
split into three categories: i) frequency offset, ii) constant phase offset, and iii) laser
phase noise [68]. When the launched power is too high, some non-linear distortions such
as those induced by the Kerr effect have to be taken into account as well [30,69].

In the "signal processing" literature, numerous blind techniques have been devel-
oped for mitigating the ISI/IPI, the frequency offset, and the constant phase offset.
We do not consider here training approaches for which a symbol sequence known both
at the transmitter and receiver sides is periodically sent in order to estimate all the
impairments parameters. Then, once those parameters are estimated, impairments are
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mitigated using particular techniques. The description of these techniques is out of
scope of this thesis.
In the "optical coherent receiver design" literature, the most widespread technique for
the blind ISI/IPI compensation is the Constant Modulus Algorithm (CMA) [40] and
its variants such as the Radius Directed Equalizer (RDE) [42] or the Multi Modulus
Algorithm (MMA) (potentially followed by the Decision-Directed (DD) algorithm) [43].
For instance, these algorithms as implemented in [43] can compensate up to 1000ps/nm

of CD in a 16-QAM coherent system, and lead to reach 100Gbit/s. Notice that all the
above-mentioned algorithms belong to the set of the blind linear equalizers. So far,
the blind ISI compensator has been implemented through adaptive algorithms, i.e., the
linear equalizer coefficients are updated as soon as one sample is incoming. Usually,
for the sake of simplicity, the update equations are derived by means of the so-called
stochastic gradient descent algorithm. Such a gradient-descent algorithm is carried out
either with a constant step-size (as in [40]) or with a Hessian matrix based time-varying
step-size (as done in [70] and Chapter 2).

Before going further, we remind that the propagation channel in optical communica-
tions is static over a large observation window since it varies very slowly compared to the
symbol period. Indeed, the symbol period for 100Gbit/s QPSK systems is about 40ps

whereas the coherence time of the channel is of order of a few milli-seconds [26,36,71].
Therefore, we propose here a new way (actually, a block-wise version) for implementing
blind equalizers in optical communications.

The chapter is organized as follows: in Section 4.2, we calculate the coherence time
of the optical channel in order to check the ability for the block-wise blind equalizer to
be adapted to the optical channel. In Section 4.3, we introduce the block-wise blind
equalizers. In Section 4.4, we analyze the performance of the proposed algorithms
through simulations in depth. In Section 4.5, we focus on the singularity problem and
we propose a new solution. In Section 4.6, experimental study is done thanks to real
signals provided by Heinrich-Herz Institute (HHI) at Berlin. Finally concluding remarks
are drawn in Section 4.7.

4.2 Coherence time

The coherence time denoted by Tcoh is defined by the maximum delay for which the
normalized MSE between two channel impulse responses is less than ≤ 1%. For the
sake of simplicity, let us consider that the PolMux channel only exhibits an infinite
polarization rotation. As a consequence, the channel impulse response at time t0 is
equal to (cf. Eq. (2.15))

Ca,t0(t) =

[
cos(Ωt0) sin(Ωt0)

− sin(Ωt0) cos(Ωt0)

]
δ(t). (4.1)

In [26], it is showed that the speed of rotation Ω in already installed optical networks
is about 26rad/s. Applying the definition, the coherence time is then given by

‖Ca,t0(t)−Ca,0(t) |2 ≤ 1%⇒ Tcoh = 3.8ms (4.2)

The coherence time is around few milliseconds. This should be compared to the du-
ration of block of PolMux 16QAM 14Gbaud transmission, let us say containing 1000
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symbols, which is of about 71ns. As a consequence, the fiber channel can be considered
constant over few thousands blocks, and as stated in [72] “the impairments are of long
duration, >100 blocks”.
Consequently it is worth treating the data block-by-block rather than sample-by-sample.
Therefore the main contribution of this chapter is to propose an implementation of the
blind equalizers in a block-wise way. The main advantage of the block-wise approach
compared to the sample-wise one is the convergence speed and the steady-state per-
formance. Moreover, if bursty communications (with typical values of frame duration
equal to a few micro-seconds) are considered, the first samples of the burst are enough to
converge to an adequate equalizer whereas, as we will see later, the adaptive approach
has not always converged at the burst end. In burst mode, the algorithm is usually
initialized by a trivial equalizer at each burst beginning since the CD and the PMD can
be strongly different and unknown for each burst since they depend on the wavelength
routing and switching.
In addition, a lot of calculations can be also done in parallel and thus can be imple-
mented with the current electronic devices. More precisely, in this chapter, we introduce
a block-wise version of the CMA and DD equalizer. All the proposed algorithms work
well for any PSK and QAM constellation, except BPSK when CMA is carried out (for
more details, see [73]) . In the simulation part, 16-QAM is considered while, in the
experimental part, 8-PSK is.
One of the main drawback of the block-wise algorithms may be its less ability to track
the propagation channel variation. Nevertheless, given the quasi-static property of the
optical fiber channel, we will see later that our approach is still robust to its time-
variation, especially to its PMD variation.

4.3 Block-wise algorithms

In order to compensate for the channel impulse response, we introduce a Ts/2-fractionally
spaced equalizer (FSE). We remind briefly the main notations needed in this chapter
and already presented in Chapter 1.

Let zp(n) be the scalar output of the FSE associated with the polarization p. We
have

zp(n) =

L−1∑

k=0

(
wp,1(k)y1(n− k) + wp,2(k)y2(n− k)

)
(4.3)

where {wp,q(k)}k=0,··· ,L is the filter of length L (notice that each coefficient wp,q(k) is a
1× 2 vector, i.e., corresponds to a filter with 2 inputs and 1 output) between the input
polarization p and the output polarization q.

Eq. (4.3) can be re-shaped easily by means of matrices as follows

zp(n) = wH
p y(L)(n) (4.4)

where

• wp = [wp,1(0), · · · ,wp,1(L− 1),wp,2(0), · · · ,wp,2(L− 1)]T,

• y(L)(n) = [y1(n)T,y1(n−1)T, · · · ,y1(n−L+1)T,y2(n)T,y2(n−1)T, · · · ,y2(n−
L+ 1)T]T.
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• the superscript (.)H stands for conjugate transposition.

Notice that the filters wp have 4L coefficients as the received signals have been sampled
at twice the baud rate.

We now would like to exhibit the filter wp enabling us to have zp(n) close to sp(n).
To do that, it is relevant to use the CMA criterion defined as the minimization of the
following cost function [41].

Jp(wp) = E[Jp,n(wp)] (4.5)

with
Jp,n(wp) = (|zp(n)|2 −R)2, (4.6)

and

R =
E[|sp(n)|4]

E[|sp(n)|2]
(4.7)

Here starts the main difference with the usual approach employed in coherent optical
communications so far. Indeed, instead of implementing an adaptive version of this
cost function, we decide to estimate the mathematical expectation of Eq. (4.5) given
an observation block. Therefore we propose to minimize the following estimated cost
function

Ĵp,N (wp) =
1

N

N−1∑

n=0

Jp,n(wp) (4.8)

whereN is the number of available quadrivariate samples [y1(n)T,y2(n)T]. Our purpose
boils down to find the minimum of wp 7→ Ĵp,N (wp). To do that, we suggest to use
the (non-stochastic) gradient descent algorithm with optimal step size. If w`

p is the
estimated equalizer at the `-th iteration (note that the data block is the same for each
iteration), we have the following update relation [74] [75]

w`+1
p = w`

p − µ`∆` (4.9)

with

∆` =
∂Ĵp,N (w)

∂w

∣∣∣∣∣
w`
p

.

One can check that

∆` =
1

N

N−1∑

n=0

(|zp(n)|2 −R)zp(n)y(L)(n) (4.10)

where zp(n) is calculated by inserting w`
p into Eq. (4.4).

In order to find the optimal step size µ` at the `-th iteration, we minimize the
estimated cost function with respect to µ`, i.e.,

µ` = arg min
µ
Ĵp,N (w`

p − µ∆`). (4.11)

The derivative of
µ 7→ Ĵp,N (w`

p − µ∆`)

is the following third-order polynomial function [74] [75]

P `(µ) = p`3µ
3 + p`2µ

2 + p`1µ+ p`0 (4.12)
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where

p`3 =
1

N

N−1∑

n=0

a2
n,

p`2 =
1

N

N−1∑

n=0

anbn,

p`1 =
1

N

N−1∑

n=0

(2anbn + b2n),

p`0 =
1

N

N−1∑

n=0

bncn

with

an = |zp(n)|2,
bn = −2<(zp(n)δ

`
n),

cn = (|zp(n)|2 −R),

δ`n = (∆`)Hy(L)(n).

Thanks to Eq. (4.12), we obtain in closed-form the roots of polynomial P `(.) and the
real-valued root providing the minimum value of

µ 7→ Ĵp,N (w`
p − µ∆`)

will be the selected step size at the `-th iteration. Finally, the architecture of the
proposed block-wise equalizer is summarized in Fig. 4.1.
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Figure 4.1: Structure of the proposed block-wise equalizer

The high complexity of the block-wise CMA with optimal step-size is mainly due
to the numerical evaluations of the polynomial coefficients given in Eq. (4.12). To
overcome this problem, as suggested in [76], a lot of these numerical evaluations can be
done once (i.e., we do not need to do them at each iteration, but just before the first
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iteration). Indeed, one can observe that

p`3 = T4(∆`,∆`,∆`,∆`),

p`2 = −3<(T4(∆`,∆`,∆`,w`
p)),

p`1 = −RT2(∆`,∆`) + 2T4(w`
p,w

`
p,∆

`,∆`)

+ <(T4(w`
p,∆

`,w`
p,∆

`))

p`0 = <(RT2(w`
p,∆

`)− T4(w`
p,w

`
p,w

`
p,∆

`))

with

T2(a1,a2) =
1

N

N−1∑

n=0

aH
1 y(L)(n)(y(L)(n))Ha2,

T4(a1,a2,a3,a4) =
1

N

N−1∑

n=0

aH
1 y(L)(n)(y(L)(n))Ha2

× aH
3 y(L)(n)(y(L)(n))Ha4

where as = [as,0, as,1, ..., as,(4L−1)]
T for s ∈ {1, 2, 3, 4} is a column vector of length 4L

corresponding to the size of y(L)(n). Actually, one can remark that

T2(a1,a2) = aH
1 Rya2, (4.13)

T4(a1,a2,a3,a4) =
∑

j,k,l,m

My(j, k, l,m)a1,ja2,ka3,la4,m (4.14)

where Ry is the output covariance matrix given by

Ry =
1

N

N−1∑

n=0

y(L)(n)(y(L)(n))H (4.15)

and where the tensor My is given by

My(j, k, l,m) =
1

N

N−1∑

n=0

yj(n)yk(n)yl(n)ym(n) (4.16)

where ys(n) is the s-th component of the vector y(L)(n).
To calculate the polynomial coefficients, we essentially need to compute Eqs. (4.13)

and (4.14). These computations can be strongly simplified by pre-computed Ry and
My (via Eqs. (4.15) and (4.16)) which only depend on the data of the current block
and are thus independent of the iteration.

Obviously the same derivations have to be done for the polarization q. Here we
decide arbitrary to treat the ISI/IPI compensation on zp(n) and zq(n) separately which
implies the minimization of the following both cost functions Jp and Jq. An alternative
way is possible by minimizing the mixed function Jp + Jq. After extensive simulations,
we have remarked that such an approach leads to similar results and thus is omitted
hereafter. The block-wise approach has been introduced here by minimizing the CMA
criterion. It is clear that this block-wise approach can be mimicked for other criteria,
such as, the Decision-Directed (DD). For example, the DD is very useful when the blind
compensation has converged in order either to track slight channel modification and to
improve the estimation quality.
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For instance, the block-wise DD equalizer carried out with the (non-stochastic)
gradient algorithm using optimal step size is very simple to implement since we are able
to exhibit closed-form expression for the optimal step size. Indeed, we have

∆`
DD =

1

N

N−1∑

n=0

(zp(n)− ŝp(n))y(L)(n) (4.17)

where ŝp(n) is the current decision on the symbol sp(n). Then minimizing the function
µ 7→ Ĵp,N,DD(w`

p − µ∆`
DD) leads to

µ`DD =

∑N−1
n=0 <{δ`n,DD(zp(n)− ŝp(n))}

2
∑N−1

n=0 |δ`n,DD|2
(4.18)

with δ`n,DD = (∆`
DD)Hy(L)(n).

An other way to implement the block-wise algorithms is the Pseudo-Newton one (as
done in Chapter 2 in the adaptive context). Instead of choosing the optimal step-size,
we select the Hessian matrix as step-size. This leads to the following algorithm when
CMA criterion is considered.

w`+1
p = w`

p − µG`∆` (4.19)

with G` the inverse of the Hessian matrix calculated in a recursive manner and using
the matrix inversion lemma. This matrix thus takes the following form

G` = λ−1G`−1 − λ−2G`−1mmHG`−1

(
2(1− λ) 1

N

∑N−1
n=0 |z`p(n)|2

)−1
+ λ−1mHG`−1m

(4.20)

where

m =
1

N

N−1∑

n=0

y(L)(n), 0 ≤ λ ≤ 1, (4.21)

λ+ µ = 1, and G0 = δId with δ > 0.

In addition to the analysis of the performance of the proposed block-wise approaches
(see Section 4.4), it is important to check that the complexity of the block-wise ap-
proaches is kept to reasonable values.

As the computational complexity of the real multiplications, divisions, additions and
subtractions are negligible in comparison to complex multiplications. These operations
are neglected in the computation in the calculation of the computational complexity. In
addition, as the extraction of the third-order degree polynomial roots for the BO-CMA
does not depend neither on the length of the equalizer nor on the block size, and can be
done using some analytical methods such as the Cordano’s formula, we have neglected
it as well.

In the sequel, the considered algorithms are listed below:

• A-CMA: standard Adaptive CMA.

• AN-CMA: Adaptive Newton based CMA

• BF-CMA: Block-wise CMA with fixed step-size (here, the step-size is µ = 0.02;
for more details about this choice, see Section 4.4).
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• BN-CMA: Block-wise CMA with variable step-size based on the Pseudo-Newton
equalization approach.

• BO-CMA: Block-wise Optimal step-size based CMA.

In next Tables, we put the number of flops (complex multiplications) required for
various algorithms to reach the same BER performance (in the simulation, the target
BER was fixed to 2.10−3 without channel coding technique). The equalizer length is
fixed to L = 3. In Table 4.1, we have plotted the results for the adaptive algorithms.

Adaptive
Algorithms A-CMA AN-CMA

per it. and pol. 2(4L+ 1) 4(4L)2 + 12L+ 4

# it. 10000 5000
Total Flops (×103) 520 3085

Table 4.1: Complexity for various adaptive CMA.

In Table 4.2, we have plotted the complexity for the different block-wise algorithms
when the pre-computation technique has not been employed. Concerning the BO-
CMA, we have remarked (see Section 4.4) that the optimal step-size associated with
the cost function J1(.) is almost identical to the optimal step-size associated with the
cost function J2(.). Consequently, we only compute the polynomial once per iteration
(either on J1(.) or on J2(.)).

Block without pre-computation (N = 1000)
Algorithms BF-CMA BN-CMA BO-CMA

Update eq. (per it. and pol.) 2N(4L+ 1) 2N(4L+ 1) + 4(4L)2 + 4L+ 2 2N(4L+ 1)

Polynomial evaluation (per it.) - - 4N(3L+ 1) + 4L

# it. 40 35 25
Total Flops (×103) 2080 1862 2300

Table 4.2: Complexity for various CMA without pre-computation.

In Table 4.3, we have plotted the complexity for the different block-wise algorithms
when the "pre-computation" trick has been used.

Block with pre-computation (N = 1000)
Algorithms BF-CMA BN-CMA BO-CMA

Pre-computation N [
(
4L + 3

4

)
+

(
4L + 1

2

)
]

Update eq. per it. and pol. (4L)3 + 2.(4L) (4L)3 + 2.(4L) (4L)3 + 2.(4L)

Hessian eval. per it. and pol. - 4(4L)2 + 4L+ 2 -
Polynomial eval. per pol. - - 5(4L)4 + 2(4L)2

# it. 40 35 25
Total Flops (×103) 1584 1607 4130

Table 4.3: Complexity for various Block CMA with pre-computation.

The pre-computation technique is not worthy for BN-CMA and BO-CMA in our
context. Actually, the pre-computation approach will be of interest if the number of it-
erations grows significantly. By the way, we remark that the BF-CMA (resp. BO-CMA)
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is only three times (resp. eight times) more complex than the A-CMA but uses a much
smaller set of samples and converges quite fastly with 40 (resp. 25) iterations. At the
expense of a higher (but not unreasonable) complexity, the block-wise approaches thus
converge with few samples and are especially well-adapted for burst mode transmission.

4.4 Block-wise equalization performance

This section deals with the performance evaluation of the block-wise algorithms through
simulations. We firstly focus on the static channel impulse response along the entire
observation window in Section 4.4.1. Then we move on non-static channel in Section
4.4.2. The channel is modeled as in Section 1.3.3.

4.4.1 Static channel case

Except otherwise stated, in order to evaluate the performance of our algorithms, we con-
sidered the following transmission channel: the chromatic dispersion DLf = 1000ps/nm

(such aDLf value corresponds to a standard residual CD), the DGD delay τDGD = 50ps,
and the polarization rotation θ = π/4. The OSNR (in 0.1nm) is set to 20dB. The equal-
izer length is fixed to L = 3.

We test our block-wise CMA algorithms by initializing each equalizer filter w1 and
w2 with the filter w0 whose coefficients are 0 except the central one equal to 1. These
equalizer filters are initialized with w0. Then, inside each block, the coefficients of these
equalizer filters are updated according to Eq. (4.9). When we stop to update the filter,
we apply the obtained equalizer filter to the entire considered block. The BER point of
any figure is obtained by averaging 150 block trials.

In Fig. 4.2, we depict the BER of the BO-CMA versus the number of iterations for
various block sizes N . The algorithm convergence is mostly obtained for a number of
iterations larger than 25. We are able to obtain a BER equal to 10−3 (so just below the
FEC limit) when the block sizes are larger than 1000. We obviously remark that the
steady state of the BO-CMA is better for large block sizes.

We now move into the analysis of the BF-CMA. We firstly would like to find a
convenient value for the fixed step-size µ ensuring the convergence. For doing that,
we consider the block size N = 1000 and the number of iterations equal to 50. In
Fig. 4.3, we plot the histogram (displayed in percent) of the best fixed step-size µ.
The histogram is carried out in the following way: numerous channel realizations are
simulated by considering the cumulative chromatic dispersion DLf varying from 0 to
1250ps/nm, τDGD varying from 0 to 80ps, and the polarization rotation θ from 0 to
π. For each channel realization, we select the µ between 10−1 and 10−3 leading to the
best steady-state BER when the BF-CMA equalizer filters are initialized with w0. By
looking at Fig. 4.3, we decide to choose definitively the fixed step-size (for the BF-CMA)
equal to 0.02. Before comparing the performance of the BF-CMA and the BO-CMA,
it is of interest to compare the fixed step-size µ = 0.02 of the BF-CMA with the values
of the optimal step-size revealed by the BO-CMA. We have remarked that the optimal
step-sizes obtained through the BO-CMA for each polarization, i.e. µ`,opt

1 and µ`,opt
2 ,

are quite identical as already-mentioned in Section 4.3. Consequently, we consider only
one optimal step-size, denoted now by µ`,opt (at the `-th iteration). In Fig. 4.4, we plot
the optimal step-size (of the BO-CMA) and the fixed step-size (of the BF-CMA) versus
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Figure 4.2: BER of the BO-CMA versus the number of iterations for various block sizes
N (OSNR = 20dB, DLf = 1000ps/nm, τDGD = 50ps, θ = π/4).
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Figure 4.3: Histogram of the best fixed step-size µ for the BF-CMA (N = 1000, OSNR =

20dB, DLf ∈ [0, 1250]ps/nm, τDGD ∈ [0, 80]ps, θ ∈ [0, π]).

the number of iterations when N = 1000. We observe that the optimal step-size is
higher than the fixed one for the first iterations leading to a higher convergence speed.
As for the last iterations, the optimal step-size is smaller than the fixed one in order to
prevent the algorithm to oscillate too much around the final value.
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Figure 4.4: Optimal step size (BO-CMA) and fixed step-size (BF-CMA) versus the
number of iterations (N = 1000, OSNR = 20dB, DLf = 1000ps/nm, τDGD = 50ps,
θ = π/4).

In Fig. 4.5, we then compare the convergence speed for the BO-CMA, the BN-CMA,
and the BF-CMA versus the number of iterations when N = 1000. The BO-CMA is
the fastest one since only 25 iterations were required to obtain a BER equal to 10−3

whereas 40 iterations are needed for the BF-CMA. However their steady-states are
similar. Notice that the number of iterations used in Tables 4.1, 4.2, and 4.3 have been
chosen according to Fig. 4.5.

For the sake of clarity and simplicity, we now only display performance associated
with the BO-CMA. So far, we only compare block-wise CMA algorithms to each others.
To inspect the real usefulness of block-wise CMA algorithms, we will compare them
(actually, only the BO-CMA) to the well-known adaptive CMA (A-CMA). In Fig. 4.6,
we plot the BER of the BO-CMA (with 50 iterations inside each block) and the A-
CMA (with fixed step-size equal to 10−3) versus the observation window length. Notice
that, for the BO-CMA, the observation window length is identical to the block size N ,
whereas, for the A-CMA, the observation window length is identical to the number of
iterations. Both algorithms are initialized with w0 at the beginning of the observation
window. We show that the BO-CMA significantly improves the convergence speed since
only 1000 symbols are necessary to reach the usual target BER (around 10−3) instead
of 10000 for the A-CMA.

Until now, we only looked the performance for one block transmission. Such an
approach is of interest when we would like to analyze a transmission start. In the
context of successive block transmission, it is clear that we have to look at the behavior
of these algorithms when the initialization of the k-th block is provided by the equalizer
filters obtained in the (k−1)-th block. Hereafter, the channel realization is still assumed
to be the same whatever the considered block.
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Figure 4.5: BER of the BO-CMA and the BF-CMA versus the number of iterations
(N = 1000, OSNR = 20dB, DLf = 1000ps/nm, τDGD = 50ps, θ = π/4).
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length (OSNR = 20dB, DLf = 1000ps/nm, τDGD = 50ps, θ = π/4). For the BO-CMA,
the observation window length is identical to the block size N . For the A-CMA, the
observation window length is identical to the number of iterations.

In Fig. 4.7, we plot the number of iterations versus the position of the block within
the transmission flow. As the channel is static, we see that the number of iterations
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decreases with respect to the block number. It makes sense since at the beginning of
the transmission (corresponding to a transition phase), the algorithm has to learn more
about the channel compared to the middle and to the end of the transmission. At the
end of the transmission, the algorithm is already well-initialized and just has to update
slightly the equalizer coefficients. So, the more block number is high, the less iteration
number is needed. For a block size N = 1000, less than 10 iterations is necessary after
the transition phase.
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Figure 4.7: The number of iterations versus the block number for the BO-CMA,
(OSNR = 20dB, DLf = 1000ps/nm, τDGD = 50ps, θ = π/4) when the proposed
stopping condition is applied on the BO-CMA.

As the number of iterations depends on the block number, on the channel realization,
it is worth developing a stopping criterion different from the number of iterations. We
propose to stop the update when the term

α`p =
||w`+1

p −w`
p||

||w`
p||

(4.22)

is below a certain threshold. It is clear that if the steady-state is almost reached, the
term α`p will be very small. After extensive simulations not reported in this chapter,
we found that a target BER of 10−3 is usually reached when α`p is around 5.10−3.
Therefore, concerning the BO-CMA, we fix the threshold for α`p to 5.10−3. To be sure
to stop the algorithm (even if it does not converge), we add a second constraint by
fixing the maximum number of iterations to be equal to 40.

In Fig. 4.8, we plot the stopping numbers versus the number of iterations for both
polarizations. We remark that the stopping numbers decrease rapidly and have almost
the value for both polarizations.

In Fig. 4.9, we plot the BER for the BO-CMA versus the block size N when the
BO-CMA applied on the k-th block is initialized by the equalizer filters provided by
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Figure 4.8: Evolution of α1 and α2 versus the number of iterations inside one block.

the (k−1)-th block and when the aforementioned stopping condition is considered. We
have observed that when the block size is too small (e.g., N = 100), the performance are
poor. The reason is that the necessary number of iterations is then higher than 40. As
soon as N is large enough, the stopping condition is well-designed and the performance
in terms of BER are really good.

Herafter, we consider an observation window of 10000 which corresponds to the
number of filter updates for the adaptive equalization case. For block-wise approach,
we considered 10 blocks of size 1000 symbols each, and once again at the beginning of
each block k, the equalization filter is initialized with the coefficients calculated at the
block (k − 1).

We study the impact of the equalizer length of the overall performance of the system
for both the adaptive and the block-wise equalization approaches. Using the A-CMA,
equalizers filters with L > 3 offer the best system performance (see Fig. 4.10). The
block-wise approaches offer the best performance with L = 3 (see Figs. 4.11 and 4.12).

Fig. 4.13 presents the BER versus the OSNR for the A-CMA, BO-CMA, and BF-
CMA. The system has an OSNR penalty of 3dB at BER=10−3 for the A-CMA, in
comparison to 2dB for the methods based on the block-wise approach. Note that the BF-
CMA and the BO-CMA have the same performance. However, the BO-CMA requires
less iterations inside each block to ensure the stopping condition α`p ≤ 5.10−3.

4.4.2 Non-static channel case

In this subsection, we would like to analyze the ability of the BO-CMA to track channel
time-variation. For the sake of simplicity, we only consider infinite polarization rotation
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Figure 4.9: BER versus the block size N for the BO-CMA (OSNR = 20dB, DLf =

1000ps/nm, τDGD = 50ps, θ = π/4).
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Figure 4.10: BER versus OSNR for various A-CMA equalizer lengths (the observation
window is 10000 symbols, DLf = 1000ps/nm, τDGD = 50ps, θ = π/4).
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Figure 4.11: BER versus OSNR for various BF-CMA equalizer lengths (the observation
window is 10000 symbols, DLf = 1000ps/nm, τDGD = 50ps, θ = π/4, µ = 0.02).

modeled by the Jones matrix. Consequently, the residual CD is assumed to be null,
and the PMD only gives rise to one time-varying rotation. The polarization mixing
is thus instantaneous and does not lead to inter-symbol interference (ISI) but just to
inter-polarization interference (IPI). The channel impulse response at time t0 is that
defined in Eq. (2.15) following the Jones model.

In Fig. 4.14, the BER for the BO-CMA and the A-CMA is numerically evaluated
versus the rotation speed Ω. We inspect several values of the block size N in the case of
the BO-CMA. We remind that the BO-CMA algorithm for the k-th block is initialized
with the equalizer filters provided by the (k − 1)-th block, and the stopping condition
on α`p is applied. The tracking ability is better for small block sizes. Moreover the
BO-CMA has better tracking ability than the A-CMA. For example, for N = 1000,
a target BER of 10−3 is reached up to Ω = 3Mrad/s while the A-CMA is unable to
track variation above Ω = 1Mrad/s. The steady-state is better for larger block sizes
and for low rotation speed of polarization. Notice that the steady-states are different
from those offered in previous figures since the channel is built differently and is easier
for small equalizer lengths due to the absence of inter-symbol interference. Besides, the
smaller the block size is, the better the track ability is. As a conclusion, the block-wise
CMA approach is an very promising solution since it needs smaller observation window
and it offers better tracking ability.
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Figure 4.12: BER versus OSNR for various BO-CMA equalizer lengths (the observation
window is 10000 symbols, DLf = 1000ps/nm, τDGD = 50ps, θ = π/4).

14 16 18 20 22 24
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

OSNR [dB]

B
E

R

 

 
BO−CMA
BF−CMA, µ=0.02

A−CMA, µ = 10−3

Theory: POLMUX 16−QAM

Figure 4.13: BER versus OSNR for the different equalizers (the observation window is
10000 symbols, DLf = 1000ps/nm, τDGD = 50ps, θ = π/4).

4.5 Singularity issue

The use of polarization multiplexing in coherent optical systems and multilevel mod-
ulation formats such as M-ary quadrature amplitude modulation QAM enables us to
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Figure 4.14: BER of the BO-CMA (with different block sizes N) and the A-CMA versus
the rotation speed Ω of the polarization

increase the spectral efficiency and the transmission bit rate. The propagation linear im-
pairments mitigation is ensured by digital signal processing (DSP), that compensates
for residual Chromatic Dispersion (CD) and monitors polarization dependent effects
such as Polarization Mode Dispersion (PMD) and Polarization Dependent Loss (PDL).
Constant Modulus Algorithm (CMA) based Fractionally spaced equalization is widely
used for Multiple-Input Multiple-Output (MIMO) equalization due to its simplicity and
insensivity to the phase of the signal. However, it is well known that this equalizer may
converge to the same output at both polarizations [59, 77, 78]. In order to solve this
singularity issue, different methods were proposed which rely mainly on

i) the algorithm re-initialization after convergence by a well-chosen filter [59, 77],

ii) a cost function discriminating between the equalized signals [78],

iii) the complicated Independent Component Analysis (ICA) [79].

In Subsection 4.5.1, we mention more precisely the techniques currently used in
optical communications which are based on approaches i) and ii). In Subsection 4.5.2,
we propose to apply a well-known coming from the "blind source separation" community
to our context. Finally Subsection 4.5.3 is devoted to simulations.

4.5.1 State-of-the-Art

4.5.1.1 Filter re-initialization based algorithm

The method exploits the fact that when DGD is the only source of distortion, the
channel transfer matrix of the fiber is given by an unitary matrix in the frequency
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domain. This means that

C̃DGD(ω) =

[
u(ω) v(ω)

−v(ω) u(ω)

]
. (4.23)

The inverse of the channel (actually the ZF equalizer) in the frequency domain,
denoted by W̃DGD(ω) = C̃−1

DGD(ω), is also an unitary matrix and thus we have the
following relationship between their components.

w̃2,2(ω) = w̃1,1(ω)

w̃2,1(ω) = −w̃1,2(ω). (4.24)

Therefore, in the time domain, the impulse response of the ZF equalizer associated
with the DGD, denoted by Wa,DGD(t) = FT−1(ω 7→ W̃DGD(ω)) satisfies the following
constraints

w2,2(t) = w1,1(−t)
w2,1(t) = −w1,2(−t). (4.25)

This special relationship can be used to solve the singularity issue. Indeed, the
algorithm works as follows:

1. Set the initial equalizer values w0
1,1 = [· · · , 0, 1, 0, · · · ] and w0

1,2 = [· · · , 0, 0, 0, · · · ].

2. Run CMA for output polarization 1 until reaching convergence.

3. Set the initial tap values for output polarization 2 according to Eq. (4.25) and
values obtained in the previous step.

4. Continue CMA updating for both polarizations independently.

This relationship (and thus this algorithm) no longer holds if there are other sources
of channel distortion such as CD and PDL which is the main drawback of this approach.

4.5.1.2 Penalized function based algorithm

The cost function of the CMA applied on both output polarizations can be [80]

J(wp,wq) = E[(|z1(n)|2 −R)2] + E[(|z2(n)|2 −R)2] (4.26)

In order to avoid singularity, it has been proposed in [78] to add a penalty function
ensuring deceleration between both output polarizations. This leads to

Jpen.(wp,wq) = E[(|z1(n)|2 −R)2] + E[(|z2(n)|2 −R)2] + 2

2∑

p=1

δ2∑

δ=δ1

|rp,1−p(δ)|2 (4.27)

where the cross-correlation function between the equalizer outputs p and q = 1 − p is
given by

rp,q(δ) = E[zp(n)zq(n− δ)] (4.28)

Integers δ1, δ2 must be chosen such that the minimum and the maximum time shifts
between the two signals lie within [δ1, δ2].
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Finally, the filter coefficients update is obtained as follows

∂Jpen.

∂wp
= 4(|zp(n)|2 −R)y(L)(n) + 2

δ2∑

δ=δ1

r̂pq(δ)zq(n− δ)y(L)(n)

∂Jpen.

∂wq
= 4(|zq(n)|2 −R)y(L)(n) + 2

δ2∑

δ=δ1

r̂pq(δ)zp(n)y(L)(n)

where r̂pq(δ) is the empirical estimate of the correlation.

4.5.2 Proposed deflation based algorithm

Based on the principle of deflation introduced in [81] in the blind source separation
context, we propose a new singularity-free algorithm suitable for QAM and PSK equal-
ization. The algorithm extracts the two polarizations one by one. It is well suitable for
"block" processing as done in [82] as well as for the standard sample-by-sample process-
ing. It does not require a prior knowledge of the propagation channel characteristics
unlike [59,77].

The proposed deflation based CMA equalizer can be roughly described as follows:
the idea behind deflation is to detect one transmit sequence (let us say on polariza-
tion 1 via any blind equalizer) and to re-construct the output component associated
with this transmit sequence (this reconstruction can now be done since the transmit
sequence on polarization 1 is known now and thus a Data-Aided-like channel estimator
between polarization 1 and both output polarizations can be carried out). Then the
contribution of the input polarization 1 on both output polarizations can be removed.
As a consequence, it remains only the contribution of the input polarization 2 that can
be detect once again by any blind equalizer. More precisely, we have

1. Set the initial equalizer values w0
1,1 = [· · · , 0, 1, 0, · · · ] and w0

1,2 = [· · · , 0, 0, 0, · · · ].

2. Run CMA until convergence is reached using the following stopping criterion

‖w`+1
1 −w`

1‖
‖w`

1‖
≤ ε (4.29)

where w`
1 is the equalizer obtained after the `-th CMA iteration.

3. Calculate z1(n), compensate for frequency offset and phase (with any existing
estimator), and make a decision ŝ1(n) on the transmit sequence s1(n).

4. Estimate the channel impulse responses hp,1 = [hp,1(0)T, · · · ,hp,1(K − 1)T]T be-
tween input polarization 1 and output polarization p. Assuming white data se-
quence (even if not perfectly true), we have

ĥp,1 =
1

NP0
TH
s yp (4.30)

where P0 is the mean transmit power,

yp = [yp(0)T,yp(1)T, · · · ,yp(N − 1)T]T. (4.31)

and Ts is the following 2N × 2K matrix

Ts = S⊗ I2 (4.32)
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with

S =




ŝ1(0) ŝ1(−1) · · · ŝ1(−Lf + 1)

ŝ1(1) ŝ1(0) · · · ŝ1(−Lf )
...

...
...

...
ŝ1(N − 1) ŝ1(N − 2) · · · ŝ1(N − Lf )



. (4.33)

and ⊗ is the Kronecker product.

Eq (4.30) is proven in Appendix B. We remind that the estimator given in Eq.
(4.30) will perform well if SHS is close to identity. Such an assumption holds here
since s1(n) is an iid sequence.

5. Calculate the contribution of the input polarization 1 on the output polarizations
1 and 2. Thus

ŷp,1(n) =
K−1∑

`=0

ĥp,1(`)ŝ1(n− `).

6. The previously-calculated contribution is subtracted at each polarization:

ỹp(n) = yp(n)− ŷp,1(n). (4.34)

Then run CMA until convergence is reached with initialization w0
2,2 = [· · · , 0, 1, 0,

· · · ] and w0
2,1 = [· · · , 0, 0, 0, · · · ] in order to obtain the polarization 2.

The algorithm is summarized in Fig. 4.15.

w1,1 w2,1

w2,2

ỹ1

ỹ2

y2

y1

ŷ1,1

ŷ1,2w1,2 ŝ2

ŝ1
+

+
−

−

Figure 4.15: Structure of the deflation based equalizer.

4.5.3 Simulation results

A 112Gbit/s transmission is carried out by multiplexing both polarizations with 16-
QAM leading to 14Gbaud transmission per polarization. At the transmitter and receiver
sides, a square root raised cosine filters with a roll-off factor equal to 1 is used. A 5-th
order Bessel electrical filter with a 3dB bandwidth equal to 0.8/Ts was included as the
anti-aliasing filter. Neither phase noise nor frequency offset between the signal laser
and local oscillator were considered. Finally the signal is sampled at twice the baud
rate. The channel is a concatenation of CD, DGD, Polarization State Transformation
(PST), and PDL. Therefore the channel frequency response is

C̃(ω) =

[√
1 + γ 0

0
√

1− γ

]
×
[

cos(θ) sin(θ)e−iφ

− sin(θ)eiφ cos(θ)

]
×
[
eiωτ/2 0

0 e−iωτ/2

]
× eiαω2

(4.35)
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The attenuation γ is related to the PDL denoted by

ΓdB = 10 log10

(
1 + γ

1− γ

)
. (4.36)

In Figs. 4.16 and 4.17, we plot the BER versus θ and φ for the standard block (std.)-
CMA [82] with optimal step size (on the left) and the deflation based block (def.)-CMA
with optimal step-size proposed here (on the right). The block size is N = 1000. The
equalizer length is L = 3. Two PDL values have been considered (0dB on Fig. 4.16 ,
3dB on Fig. 4.17). One thousand blocks have been tested for each channel realization.
The proposed deflation based algorithm enables us to cancel the singularity completely.

Figure 4.16: BER versus θ and φ (OSNR = 20dB, DLf = 0ps/nm, τDGD = 0ps,
N = 1000): iii) PDL = 0dB, std.-CMA, iv) PDL = 0dB, def.-CMA.

Figure 4.17: BER versus θ and φ (OSNR = 20dB, DLf = 0ps/nm, τDGD = 0ps,
N = 1000): iii) PDL = 3dB, std.-CMA, iv) PDL = 3dB, def.-CMA.

In Fig. 4.18, we display the BER versus residual CD for the std.-CMA and the
def.-CMA for channel realizations exhibiting no singularity. Both CMA are applied on
successive data block, and the CMA at block k is initialized by the equalizer obtained
at block k − 1. We show that the std.-CMA and the proposed CMA have the same
performance and so any penalty is introduced in absence of singularity. In order to reach
the stopping condition ε = 5.10−3, In Fig. 4.19, we display the BER versus number of
considered CMA iterations for the def. CMA and the std. CMA for channel realizations
exhibiting no singularity. the number of iterations of both algorithms are very close.
Nevertheless def.-CMA is a little more complex than std.-CMA due to the step 4. Step
4 has a complexity of 4NLf = 12kflops whereas each iteration (for both CMA) needs
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Figure 4.18: BER vs. residual CD (OSNR = 21dB, τDGD = 50ps, PDL = 3dB,
N = 1000, θ = φ = π/8)

76kflops [83]. Moreover the def.-CMA may be applied in the first transmission block to
ensure non-singularity and then one can move into the std.-CMA for the rest of blocks.
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Figure 4.19: BER vs. #iterations of equalizers (OSNR = 21dB, DLf = 500ps/nm,
τDGD = 50ps, PDL = 3dB, N = 1000, θ = φ = π/8)

4.6 Experimental results

We will validate the proposed block-wise algorithms through experimental data. This
enables us to investigate the effects that we did not take into account in our previous
simulations, such as, non-linear effects or non-ideal signal generation. The experimental
data have been obtained by using the testbed of the Heinrich Hertz Institute (HHI) in
Berlin. In Section 4.6.1, we describe the experimental set-up. In Section 4.6.2, the
experimental performance of the BO-CMA algorithm are analyzed and compared to
the A-CMA for a POLMUX 8PSK transmission.
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4.6.1 Experimental set-up

The experimental set-up, shown in Fig. 4.20, is based on an optical 8PSK transmitter
at 10GBaud corresponding to a bit rate of 30Gbit/s. The optical modulated signal
is then multiplexed in polarization by using a polarization beam splitter (PBS) and a
polarization beam combiner (PBC). A delay line is inserted into one out of the two
branches in order to decorrelate the two multiplexed streams. The total bit rate of
the generated POLMUX 8PSK signal is thus 60Gbits/s. The transmission is performed
through a recirculating loop which consists of one span of 80km of Standard Single Mode
Fiber (SSMF) characterized by a cumulative dispersion of 1365ps/nm. The fiber loss is
compensated for after each loop by using an Erbium-doped-fiber-amplifier (EDFA). A
5nm width filter is carried out in order to remove the out of band amplified spontaneous
emission (ASE) noise. A second EDFA is used to control the injected power at the
input of each span. At the receiver side, the POLMUX 8PSK signal is sent to a PBS
whose outputs feed a 90o hybrid device for each polarization. The same external cavity
laser (ECL) is used for generating the 8PSK modulated signal and is shared by the
local oscillator for both polarizations which implies that the frequency offset is zero.
The spectral linewidth of the ECL is 100kHz which leads to a no significant phase noise
level. The outputs of the two 90o hybrid devices are converted with four balanced photo-
diodes to generate the I and Q components for each polarization. Finally, these four
signals are sampled by analog-to-digital converters at 50Gsamples/s which corresponds
to 5 samples per symbol. The discrete-time data composed by 750000 samples, i.e.,
150000 symbols, are stored and processed offline. More details about the experimental
set-up can be found in [84].

4.6.2 Experimental Performance

4.6.2.1 Single polarization transmission

In this subsection we consider the single polarization transmission. The DSP structure
used to retrieve the transmitted sequence is the following one: The received signal has a
rate of 5 samples per symbol, the signal is then resampled to obtain a rate of exactly 2
samples per symbol. Secondly, the CD or the residual CD is compensated for using FIR
filters as explained in Chapter 1, and finally the Viterbi-Viterbi algorithm associated
with the constant phase estimation is carried out to compensate for the phase noise of
the laser using block of size 10.
Finally, the differentially encoded sequence is decoded and the BER is evaluated.

• Back-To-Back performance

The back-to-back performance is given in Fig. 4.21. For an OSNR higher than 14dB,
the BER is kept below the FEC limit of 2.10−3.

• Inline CD compensation

In this scenario, after each span of SSMF of length 80Km, the cumulative CD
is compensated for using a Dispersion Compensation Fiber (DCF) of length 13km.
Fig. 4.22 depicts the BER versus the transmit power at the input of the SSMF, and for
different transmission distances ranging from 400 to 1200km.
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Figure 4.20: Measurement set-up of the POLMUX 8-PSK 60Gbit/s with offline dig-
ital signal processing. (PBC: Polarization Beam Combiner, PBS: Polarization Beam
Splitter, MZM: Mach-Zehnder Modulator, ECL: External Cavity Laser, EDFA: Erbium
Dopped Fiber Amplifier, PM: Polarization Multiplexing.)

14 15 16 17 18 19

10
−5

10
−4

10
−3

OSNR[dB]

B
E

R

 

 

Figure 4.21: Back-to-Back performance for the 8-PSK.
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Figure 4.22: BER versus power at the input of the SMF fiber for different transmission
distances.

The optimal input power at the SSMF is -1.1dBm. Below such input power value,
the OSNR becomes low which degrades the performance of the system, and prevents to
have a reasonable transmission distance. However, for high values of OSNR, the signal
is degraded due to non-linear effects.
Fig. 4.23 shows the BER versus the transmission distance for an optimal transmission
power at the input of SSMF. The system exhibits a BER lower than the FEC limit
(2.10−3) up to 1200km.
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Figure 4.23: BER versus transmission distance for input power of -1.1dBm .
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An illustration of the constellations of the signal before and after processing is
presented in Fig. 4.24, for an input power at SSMF of -1.1dBm and a transmission
distance of Lf = 400km.

Figure 4.24: Constellations before and after processing using the Carrier phase recovery.

• Offline CD compensation

In this second scenario, all the cumulative CD is compensated for using an FIR filter
whose coefficients are calculated according to Eq. (1.48) explicited in Chapter 1.
Fig. 4.25 depicts the BER versus the input power at the SSMF and for different trans-
mission distances.
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Figure 4.25: BER versus the input power for different transmission distances.

The optimal transmission distance is found at -2.5dBm. The BER versus the trans-
mission distance for this optimal input power is given in Fig. 4.26. The BER is kept
below the FEC limit up to 2400km.

This result confirms the fact that using coherent detection, in single carrier transmis-
sion, and neglecting the neighboring channel induced impairments, the uncompensated
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Figure 4.26: BER versus transmission distance of an input power at the SMF fiber
-2.5dBm.

CD transmission is better than the compensated CD transmission scheme.
An illustration of the signal constellations before and after processing is given in Fig. 4.27
for an input power of -2.5dBm and a transmission distance of Lf = 800km.

Figure 4.27: Constellations before and after processing compensation of CD in the
electrical domain and carrier recovery.

An illustration of the compensating FIR for the accumulated CD over 800km of
transmission is presented in Fig. 4.28.

4.6.2.2 POLMUX transmission

Except otherwise stated, we have considered a transmission over Lf = 800km, i.e., 10

loops without inline CD compensation. The power at the input of each span was set
to −0.9dBm. The cumulative CD (equal to 13650ps/nm for the 800km transmission)
is partially compensated through a finite impulse response filter of length 512 [40],
such as the residual cumulative CD is 1000ps/nm. On the one hand, this corresponds
to practical situation when the fiber length is not perfectly known and, on the other
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hand, this enables us to exhibit the impact of residual CD on the proposed algorithms.
The signal is then re-sampled in order to obtain exactly 2 samples per symbol. The
proposed BO-CMA is finally used to compensate for the residual cumulative CD and
the polarization dependent effects. As described in Section 1.3, we compute a Ts/2
FSE with L = 3, i.e., w1 and w2 have 12 complex taps each. Furthermore, we have
OSNR=23.7dB.

In Fig. 4.29, we plot the BER versus the number of iterations inside each block for
different block sizes N . The BO-CMA is initialized with w0 and the BER is obtained
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Figure 4.29: BER versus the number of iterations for various N . (8PSK,
OSNR=23.7dB, residual CD of 1000ps/nm, transmission distance Lf = 800km.)

by averaging over at least 50 block observations. The target BER of 10−3 is obtained
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with a reasonable number of iterations when data blocks are larger than 500. Unlike
16QAM (see Section 4.4.1), the BO-CMA with very small block size (i.e., N = 100)
offers a higher steady-state BER.

In Fig. 4.30, we plot the BER versus the observation window for BO-CMA, A-CMA
and AN-CMA. We observe that, even for 8PSK, the A-CMA still needs about 5000
symbols (i.e., 10000 samples) to converge.
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Figure 4.30: Speed of convergence for the different equalizers, DLf = 1000ps/nm

In Fig. 4.31, we plot the BER versus the launched power at the input of each span
for different block sizes N in order to study the influence of the intra-channel non-
linear impairments. Along the data flow, the BO-CMA applied on the k-th block (of
size N) is initialized with the equalizer provided by the (k − 1)-th block (of size N).
The equalizer provided by the BO-CMA (after a certain number of iterations) on the
k-th block is only used on the k-th block. The number of iterations for each block is
given by the stopping condition as explained in Section 4.4.1. Notice that the block
size for the constant phase estimator has been fixed to 10 in order to be robust to the
potential phase noise. As soon as the block size N is larger than 500, the steady-state
of the BO-CMA is slightly better than that of the A-CMA (computed with µ = 10−3).
Moreover, the BO-CMA is as robust to the non-linear effect as the A-CMA. In Fig. 4.32,
we display the BER versus the residual CD. For the BO-CMA, we fix N = 1000. In
order to handle high residual CD, the equalizer length is now increased to L = 6. We
observe that the BO-CMA ensures slightly lower BER than the A-CMA. Even if the
steady-state performance between the BO-CMA and the A-CMA are very close, we
remind that the BO-CMA converges much faster than the A-CMA and thus is very
well-adapted for bursty traffic mode as well as circuit mode.
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Figure 4.31: BER versus the power at the input of the SSMF for various N . (8PSK,
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4.7 Conclusion

In this chapter, we proposed The performance of different versions of block-wise CMA
equalizer are investigated. Those versions include, fixed step size, or variable step size
adapted using the inverse of the Hessian matrix or the optimal step-size. We showed
that the observation window size required to converge for block-wise CMA approach
is divided by ∼10 at the expense of an increase of the computational complexity by
a factor ∼ 4. Moreover, the block-wise frequency offset estimation algorithm ensures
low residual frequency offset. Finally, the block-wise digital signal processing enables
us to relax the real-time implementation constraints on digital circuits running at some
hundred of MHz and to offer a data throughput at a rate of tens of Gbaud. Those
performances are validated through simulations and also through experimental data
using a 60Gbit/s coherent optical system based on polarization multiplexing and RZ-
8PSK modulation. Therefore the proposed algorithms are strong candidates for the
next generation optical transmission systems.
In the last part of this chapter, we proposed a polarization demultiplexing algorithm
that operates independently of the optical channel characteristics and that does not
introduce OSNR penalty compared to the non singular case. this algorithm based on
the deflation procedure induces a negligible increase of the computational complexity
of the equalizer, and can be applied in the sample-by-sample equalization approach.



99

Conclusion and Perspectives

The work carried out in the thesis deals with the mitigation of the linear impairments
in a PolMux QAM optical transmission. We have proposed several algorithms for im-
proving the whole system. We remind here the main contributions.

• the adaptive equalizers have usually implemented through a constant step-size ver-
sion of a gradient-descent algorithm. This unfortunately offers poor steady-state
and slow convergence speed. We have proposed a non-constant step-size version of
these algorithms. We have observed a significant improvement for the steady-state
and the convergence speed at the expense of a slight additional complexity.

• the CFO due to mismatch between local oscillators can lead to very poor per-
formance especially when high-oder QAM modulations are used. Here we have
proposed a new algorithm based on the exploitation of both polarizations and
the complete spectrum maximization. The introduced estimate yields impressive
performance and almost enables to vanish the OSNR penalty due to the presence
of the CFO.

• the last but not the least, we have developed block-wise version of adaptive equal-
izers. This modification actually modifies the paradigm in which we worked since
the channel is viewed a constant over the processing duration. We have shown
that the convergence speed is dramatically improved which enables to treat even
small burst. Moreover the singularity issue is counter-acted through a modified
version of the equalizers and is well adapted to singularity induced by PolMux as
well as other types.

Evaluation of all the proposed algorithms has been done through extensive simula-
tion and also some experimental data.

A number of issues, even in single-carrier context still deserves to be treated in the
future. These problematics are listed below.

• a new way for increasing the data rate is to use simultaneously the different
modes of the fiber. This induces additional degrees of freedom. Unfortunately,
the different modes will interfere with each others. There, once again, a source
separation/equalization issue occurs. This problem even if it is mathematically
identical with the PolMux case is actually quite different since the number of
modes is higher than two and the number of equalizer taps may be much larger.
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• once the linear impairments are well treated, the main remaining problem is the
nonlinear impairments such as nonlinear phase noise and Kerr effect. We would
like to focus on the design of the receiver that takes into account the presence
of such non-linear impairments, perhaps, by means of Volterra filters and other
tools.

• in order to mitigate the PDL, Polar-Time codes can be added at the transmitter
side. We thus do not send two independent streams of each polarization but a
linear combination of these streams. The receiver has thus to be re-design to take
into account the PDL filter matrix and also the structure of the Polar-Time codes.
When the channel is frequency-selective and the transmission is single-carrier, the
problem is far from being simple and works have to be done in this way.
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Appendix A

Appendix related to Chapter 1

A.1 CMA derivations

As the filter wp is complex-valued, the update equation is as follows

wp,n+1 = wp,n − µ∇JCMA,n(wp)|wp,n (A.1)

where
∇JCMA,n(wp)|wp,n =

∂JCMA,n

∂wp
|wp,n .

The derivative function has to be done with respect to wp assuming the variable wp

fixed.
We remind that zp(n) = wT

p y(L)(n) and JCMA,n(wp) = (|zp(n)|2 − R)2. Therefore,
we obtain that

∇JCMA,n ∝ (|zp(n)|2 −R)zp(n)y(L)(n). (A.2)

A.2 Phase derivations

Concerning the blind algorithm, one can easily check that the (block-wise) algorithm is
associated with the minimization of the following cost function

Jblind(ϕ) = E[Jblind,n(ϕ)] (A.3)

with
Jblind,n(ϕ) = |vp(n)Q − e2iπQϕ|2. (A.4)

The adaptive version of the minimization of Eq. (A.3) can be done as follows

ϕ̂0,p,n+1 = ϕ̂0,p,n − µblind
∂Jblind,n(ϕ)

∂ϕ
|ϕ̂0,p,n (A.5)

The derivative function ∂Jblind,n(ϕ)/∂ϕ can be expressed as follows

∂Jblind,n(ϕ)

∂ϕ
∝ −=[vp(n)Qe−2iπϕ]

which eansl us to obtaine Eq. (1.67).
Concerning the DD algorithm, the estimate obtained in Eq. (1.66) is actually the

result of the minimization of the following cost function

JDD(ϕ) = E[JDD,n(ϕ)] (A.6)
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with
JDD,n(ϕ) = |vp(n)− ŝp(n)e2iπϕ|2. (A.7)

This is actually a Least-Square (LS) criterion based on the received signal.
The (block-wise) minimization of this cost function leads to Eq. (1.66). In contrast,

the (adaptive) minimization of this cost function can be done as follows

ϕ̂0,p,n+1,DD = ϕ̂0,p,n,DD − µDD
∂JDD,n(ϕ)

∂ϕ
|ϕ̂0,p,n,DD

(A.8)

The derivative function ∂JDD,n(ϕ)/∂ϕ can be easily derived and leads to Eq. (1.68).
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Appendix related to Chapter 4

B.1 Derivations of Eq. (4.30)

The received signal at polarization p can be written as:

yp = Tshp,1 + b′p (B.1)

where b′p is assumed to be an additive white Gaussian noise.
The maximum likelihood estimate is defined as

ĥp,1 = arg max
hp,1

p(yp|hp,1) (B.2)

where we have

p(yp|hp,1) ∝ e−
‖yp−Tshp,1‖

2

2N0 (B.3)

with N0 the AWGN power spectrum density.

The maximization in Eq. B.2 boils down to the following minimization

ĥp,1 = arg min
hp,1
‖yp −Tshp,1‖2 (B.4)

Then the solution of this minimization is given as

ĥp,1 = T#
s yp,1 = (TH

s Ts)
−1TH

s yp,1 (B.5)

with T#
s is the Pseudo-Inverse of Ts.

When the transmit sequence is i.d.d., we have TH
s Ts = Id which leads to Eq. (4.30).
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