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ABSTRACT of rates (for example, ify = 2, {1,7/8,3/4,5/8,1/2} instead

Hybrid ARQ with Incremental Redundancy (IR-HARQ) is of {1, 1/2}), the subblocks must have different lengths.

one of the most popular coding technique for having a re-

liable transmission link. The efficiency which is the ra- Theoretical analysis of HARQ schemes is a crucial task
tio between the number of correctly received bits and the since it enables us to provide fastly practical insightsuabo
number of transmitted bits is a crucial metric for analyz- HARQ schemes behavior and design. For analyzing the-
ing the performance of an HARQ scheme. In the literature, oretically an HARQ scheme, one can inspect various met-
closed-form expressions for the efficiency of the IR-HARQ rics such as packet error rate, efficiency, delay, and jitter
scheme are available at the MAC and IP levels when the in-[1, 3, 4, 5]. The closed-form expressions of the packet error
formation and redundant packets have all the same lengthrate (which only depends on the error probability of each
In this paper, we establish the closed-form expressions ofpuncturing code) takes the same form whatever the sub-
the efficiency for any IR-HARQ scheme at the MAC and blocks length. Since the delay and jitter are usually de-
IP level in a more realistic contexte., when the informa-  fined as a ratio of packets and not as a duration in sec-
tion and redundant packets may have different lengths. Theonds [5, 6], the subblocks length once again does not affect
new expressions apply, for example, whatever the punctur-the closed-form expressions of these metrics. In contrast,

ing scheme of the error correcting code rate used. the efficiency expresses differently according to the sub-
blocks length property. The HARQ mechanism is usually
1. INTRODUCTION carried out at the MAC level, but, in order to understand

more deeply the whole system using this mechanism, it is
In a communication system, it is worthy and now well- Worthy to analyze the influence of the HARQ scheme at the
spread to combine packet retransmission and forward errotPPer levels, such as, the IP level.
coding in order to obtain reliable link. This leads to the so-
callecli Hybrid ARQh(HARQ,) t(:]chnlque. Onel of tge rgost In the literature, the closed-form expressions found for
popuiar HAfRQ t‘;_c hn'?]ue 1S L € Incremgnt?j F\;e unadancy e efficiency only hold when the subblocks have the same
_(IR) HARQ for which the pac e_ts transmitted aiter recei- length: one can mention [1] for ARQ scheme at the MAC
ing a NACK at the transceiver side correspond to redundantle\/eI [3] for HARQ scheme at the MAC level, and [4] for

bits coming from the puncturing of an error correcting code any HARQ scheme at the IP level. Therefore, we propose

[1. 2]. to evaluate theoretically the efficiency (defined as therati

~Ingeneral, aninformation packet of an IR-HARQ schemey oy een received information bits with no error and trans-
is first encoded using a forward error correcting code of rate itted bits) of any IR-HARQ scheme at the IP level when
1/ro (known as the mother code) wherg is an integer. the subblocks have different lengths.

The encoded packet is then split intosubblocks thanks to

a puncturing technique of the mother code. THa sub-

blocks is transmitted if a NACK is received after the trans- The paper is organized as follows: in Section 2, we
mission of thgi — 1)-th subblock. If all the subblocks have describe the system model. In Section 3, we propose the
the same length, we get subblocks and the rate of the new closed-form expressions of the efficiency obtained in
equivalent code after the transmission of itk subblock  the general context. Section 4 is devoted to numerical val-
is 1/i. In many practical systems, the granularity of such a idation and illustration. Concluding remarks are drawn in
set of rates is too weak. In order to obtain a more dense seSection 5.



2. SYSTEM MODEL 3. THEORETICAL DERIVATIONS

For our communication system based on IP protocol, we The main contribution of this secti(_)n_ is to provide a general
consider the three first ISO layers : the PHY layer, the MAC closed-form expression of the efficiency for IR-HARQ at
layer, and the IP layer. In order to focus on retransmission the IP level valid in the context of different lengths of the
performance only, we assume a single user context. As thed”HY packets associated with the same MAC packet.
assumption concerning the different lengths of subblocks ~ L€t7 be the efficiency. By definition, we get

only makes sense for IR-HARQ, we focus hereafter on IR- ny

HARQ scheme. = no @)

At the transmitter side, the MAC layer has to transmit wheren; is the average number of received bits (without

several IP packets of lengflyp. Each IP packet s splitinto error) andn. is the average number of transmitted bits. Let
N MAC packets of lengthlaac = Lip/N. From each g inspect the efficiency at the IP level. The transmission
MAC pgcket, some subblocks are generated in order to be, . probability for IP packet is denoted Byp. The num-
transmitted by the PHY layer. ber of received bits without error is equal to the length of

Each MAC packet for which an header and an CRC hastne |p packef;p multiplied by the probability of IP packet
been added is encoded by a Forward Error Correcting Cod-gccess, i.en; = Lip(1 — IIip). The average number of
ing of rate Ry = 1/ro (known asmother code). The en-  transmitted bits is equal to the average number of transmit-
coded MAC packet is then split intg PHY packets, usu-  ted bits when the IP packet of lengfhp is successfully
ally thanks to a puncturing technique of the mother code. received (notedh;p) multiplied by the probability of suc-
The PHY packets (denotétPACKET) associated withthe  cess plus, the average number of transmitted bits when the

same MAC packet are then numbered BRACKET(i)}i21,  transmission fails (noted») multiplied by the probability
andPPACKET(i) has the lengtl;. The transmitter starts  f error, i.e.ny = npllp + fp (1 — Ip). This leads to:

to transmiPPACKET(1), thenPPACKET(2) (ifa NACK

is received), the’PACKET(3) (if a second NACK is re- - Lip(1 —1Iip) . )
ceived) ans so on up BPACKET(¢y). If a NACK is re- ap e + Ap (1 — ip)

ceived after the first transmission BPACKET(¢y), the
first PHY packetPPACKET(1) is transmitted again and
so on. We assume that there are at nfost, PHY packet
transmissions per MAC packet. These PHY packets are senEaCketS belongs to the same IP packet). Indgedc can

. . e expressed as in Eq. (2) when replacing subsiriptith
through a propagation channel _(that may be Gaussian OneSUbscripiMAC and modifying definitions accordingly.
Rayleigh one Frequency-Selective one, etc).

As the closed-form expression fOip is given in [4] re-

At the receiver side, the incoming PHY packet is de- g qjess of the different sizes of the transmitted sublsipck
modulated (and decoded if necessary) and sent to the MAG; only remains to derive closed-form expressions iigs

layer which decides to sent back ACKnowledgment (ACK) and,.,. Nevertheless, before going further, we have to ob-

or a Negative ACKnowledgment (NACK) to the transmit- 5in some preliminary results at the MAC layer. Therefore
ter accordingly. To make a decision on the MAC packet, o firstly calculat@inac andinac.

the receiver has the following sequential process: check-
ing the CRC forPPACKET(1); if PPACKET(1) is not

This expression can be slightly modified to be applied at
the MAC layer (without taking into account thaf MAC

Derivationsof nyiac and nyac:  The average number of

correctly received, it sends a NACK and it receives after- . . : _
wardsPPACKET(2). Then checking the CRC for the con- ;[;ag;ﬂﬁid bits when the MAC packet fails to be received

catenation of both previous PHY packets (associated with Pr

a FEC of rated; /(41 + d2)), and so on until the reception AMAG = Z Sk = wp,. 3)
of PPACKET(t,) which is decoded with mother code of N
rate Ry followed by the CRC checking. Then, if the MAC & ] ) ]
packet is not received aftéfPACKET(t,) decoding and wherew;, = 3_;_, d; is the total number of bits transmit-

the transmission credit is not reached, the received packef€d at thek-th transmission (including transmissions from

memory is flushed (put to zero) and the process starts againt PACKET(1) up toPPACKET(k)). ,
The average number of transmitted bits per successful

Then each correctly received MAC packet is sent to IP transmitted MAC packet is diven b
layer. The IP packet corresponding 36 MAC packets is P 9 y

k=1

considered to be correctly received if each associated MAC Prax
packet is correctly received. For instance, as soon as onéivac = Z wy, Pr{MAC packet correctly received in
MAC packet is not correctly received, the associated IP pa- k=1

cket is dropped [7]. k PHY packet transmissiofAC packet OK}



By noting p; (k) = Pr{MAC packet correctly received in  we can write

k PHY packet transmissiohsnd using the Bayes rule, we N
obtain the following result - — N
9 np = . Z 9i(7) Pr{G,(j)| IP packet KGQ
—\J v
Jj= 1€S;
n idxw P 4) al
MAC = kp1( _
T — ()" z( ) S s prc) ©

i€S;

The termp, (k) will play a great role in the rest of the pa-  where g;(j) is the number of transmitted bits associated
per since the efficiency will be only written with respect to with the eventd, (j).
this term and the lengths of the PHY packets. We recall that ~ When a MAC packet is not received, the corresponding
p1(k) can be expressed in terms of the elementary probabil-number of transmitted bits is equal @@, bits. Thus we
ity ; which corresponds to the probability that ttyet+ 1)- have
th PHY packet transmission associated with the same MAC 9i(§) = JWpu + Ti(IN — J) (6)
packet fails given thg previous PHY packet transmissions

associated with the same MAC packet failed too [4]. Hence wherer; (N —j) = 3 1 wi IS the number of ransmitted

bits for the(N — ;) remaining received MAC packets. For

j = N, all the MAC packets are in error and thus we have
PI‘{Gl(j)} = (HMAc)N with gi(j) = prmax. Forj <N,

the probability thaj MAC packets are not received is equal
to (ITyac )’ and the probability that theV — j) remaining

FRAGs are received is equal g, p1 (ix), which gives

plk) = (1*7%71)]_[?;379, otherwise”

The termsr; have to be estimated via Monte-Carlo simula-
tions and depends on the chosen Error Correcting code and
the nat_ure and quality of the p_ropagatlon_channel In con- Pr{Gi(j)} = {(HMAC) j Hk:‘lﬂ p1(ig) F1<j< N
trast, since all the other terms introduced in this papey onl (Tyiac) ™Y if j=N
depend on the lengths of the PHY packets and the tesms (7
through the termg; (k), these other terms can be calculated Putting Egs. (6)-(7) into Eq. (5) leads to

without additional Monte-Carlo simulations and, espégial

without simulating the IR-HARQ mechanism. Let us move fup = a1+ a2 + a3 (8)
now on the derivations of;p. with

1I N
a1 :prmaxi( MAC)

Derivationsof np: first of all, let us introduce some use- IIip
ful notations: N-1 N—j
W Prax NY | ; .
B B B az = ( . )](HMAC>] p1(ix),
e The event,(j) = {F1 andF; and... and F; and P 5o\ i€S; k=1

Fiti(i1) and... and Fy(in—;) }, whereF} is the 1 Ny N—j N—j

event “MAC packet # is not received” and where ;= — Z ( .)(HMAC)j p1(ir) Z Wi, -

Fy (i) is the event “MAC packet#is received through e =1 \J i€S; k=1 =1

the transmission af PHY packets”. The everd;(j),

1 < j < N, corresponds to the case whertMAC
packets associated with one IP packet are not receive
and the(N — j) remaining ones associated with the
same |P packet are successfully transmitted.

We now show that the terms, andais can be written into a
Jnore compact and less complex form in order to make eas-
ler its computation. In order to do so, we need to establish
the following lemma.

Lemma 1 The following equalities hold
e For a givenj, we define the following set of indices

Z H p1(in) = (1 — Myac)V 7, (10)

SJ :{l: [i17i2)”' 7iN—j] eNiV_J|VkaZk SPmax}- iGS' k=1
N—j N—j
The events associated withp are events where at least Z H wi, = (1 = Tyac)¥ 771
one MAC packet (belonging to the considered IP packet) is i€8; k=1 kzl

not received. Noticing that the number of possible events
corresponding to the failure of transmittindAC packets Z wyp1 (k). (11)
(belonging to the same IP packetﬂjg;). As a consequence,



Due to lack of space, the proof has been omitted. This expression is the main contribution of this paper and

Thanks to Eq. (10), one can write, easily as follows enables us to compute very fastly the efficiency of an IR-
yac HARQ scheme without simulating this HARQ mechanism.
= NWp, T (1—(Iuac)™™h.  (12) Notice that the puncturing codes have however be imple-

mented in order to evaluate the terfs When equal length
Using Eqg. (11) and after some algebraic manipulations leadsis assumed for the subblocks, we hawe = kLyac and

to the following expression fot; Eq. (16) simplifies and becomes equal to closed-form ex-
Prnax pression provided in [4]
az = NW Z“”fpl (13) For obtaining the efficiency at the MAC layer, we just
(1 = hac) have to putV = 1 and to replacép with Lyac in Eq. (16).
From Egs. (9)-(12)-(13), we obtain the final expression | 6" We get
Pmax
L N ~ Tuac X NMAC = Lgmzzxc oy 1p1(k)
nyp = H—IP(meaxHMAC + 1 e Z wipr (k Wi (1 — 277 51 () + Zk — )

k=1 a7

(14) This expression is also new. In the literature, only the case
We recall that the MAC packet error probability (namely \yhen the subblocks have equal length has been treated in
IIyac) and the IP packet error probability (namélyp) are [3, 4]. Therefore by considering), = kLyac, EQ. (17)
provided in [4] and take the following forms respectively  pjls down to closed-form expression g|ven in [3, 4].

Prnax Moreover asLyiac = Lip/N and aszkmafpl(k)
IIyac = 1-— Zpl(k) less thanl (since it corresponds to a detection probability),
we havegp < nvac Which sounds natural and traduces the
Ponox N price to pay to transmiv MAC packets simultaneously.
Hlp = 1- <Zp1(l€)>
k=1 4. NUMERICAL ILLUSTRATIONS

The expression givenin Eq. (14) is much more compact than L _ . S

those of Eq. (8) and it is also less complex to program smceln this simulation part, the theoretical and empirical aval
we have succeeded to remove the summation over the setgt'gns zf iffl"clency for IR-HARQ at the IP level are done
S; in (8) to simple summations. Indeed, for a givgrthe under the following assumptions:

summation oves; requiresPrﬁ\g;j additions which leads to e The IR-HARQ is implemented with the Rate Com-
a total complexny of( PN — Prmax)/(Pmax — 1) additions patible Punctured Convolutional (RCPC) codes ([2])
whenj; goes froml to (N — 1), whereas the summations in with a mother code rate dt, = 1/4. The number of
Eq. (14) offer a complexity oPmax. MAC packets per IP packet & = 3. The number

of bits per MAC packets idyiac = 320. We use a
Derivationsof 7;p:  Since the MAC packets are indepen- QPSK modulation.
dent, the average number of transmitted bits is equa to e We consider an Additive White Gaussian Noise chan-

times the average number of transmitted bits per MAC packet. .

Therefore we have
e As done for the derivations, the ACK/NACK feed-

fp = Nfiyac = Zk =1 wkpl(k). (15) back is error-free. The CRC is also assumed to be
e p1(k) ideal.
We are now able to obtain the final expressions for the ef- Theoretical expressions of efficiency are obtained by trser
ficiency at the IP level when the subblocks have different ing the estimated values af; (for j € {0,--- .t — 1}).
lengths. Empirical efficiencies are obtalned by sendlng thousand IP
packets.
Final result: By combining Eqgs. (14)-(15) established for In Fig. 1, we display theoretical and empirical efficiency

1p and ﬁIP respective|y into Eq (2)’ we Obtain’ after (for |R'HARQ at the |P |eve|) versus SNR for different val-
some simple algebraic manipulations, the following com- ues of the transmission cred#,.x. The number of punc-

pact closed-form expression fgip turing schemes is equal 9 = 6. Moreover the con-
» N sidered puncturing codes have the following set of rates

= Lip (ki pa(k)) {1,4/5,2/3,1/2,4/11,1/4} which leads to different len-
N wp, . (1 — kamalxpl( )) +Zk > wipr (k k) gths for the transmitted subblocks. Theoretical and empir-

(16) ical curves are in perfect agreement. Besides, increasing



the number of transmission credit slightly improves the ef- ent types of propagation channels (Gaussian channel,igayle

ficiency at low SNR.
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Fig. 1. Theoretical and empirical efficiency vs. SNR.
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Fig. 2. Theoretical data rates vs. SNR.

channel, Binary Symmetric channel). The next step would
be to use more realistic assumptions such as imperfect feed-

The data rates viewed as the number of well received back link.

bits per channel use can be directly connected to the ef-

ficiency. Indeed, denoting the data rate Ay, we have

kip = 2np Since we use a QPSK modulation. The upper
bound for the data raterp is the so-called Shannon capac-

ity for QPSK modulation, denoted yqpsk Which corre-

sponds to the maximum number of well received bits per
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