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ABSTRACT

In this paper we investigate the issue of power control and sub-
carrier assignment in an OFDMA downlink system impaired by mul-
ticell interference. As done in Wimax, we assume that a certain part
of the available bandwidth is likely to be reused by different base
stations (and is thus subject to multicell interference) and that an
other part of the bandwidth is used by one base station only (and
is thus “protected” from multicell interference). Questions are:i)
how many subcarriers should be assigned to a given user in the in-
terference bandwidth, and how many in the protected bandwidth ?
ii) What power should be allocated to a given user in each of these
bands ?iii) What is the optimal frequency reuse factor ?

1. INTRODUCTION

Resource allocation in the downlink of OFDMA systems has been
studied in a number of works ([2]-[5] for example). In [3], it was
proven that the optimal resource allocation that maximizes the sum
capacity of the users in the downlink of an OFDMA system with
perfectChannel State Information(CSI) is multiuser waterfilling.
This optimal allocation consists in assigning each subcarrier to the
user who has the best channel gain on that subcarrier. The power
allocated to each subcarrier is then calculated by waterfilling. In [4]
an algorithm to minimize the transmit power needed to satisfy the
users’ rate requirements was proposed for the single-cell case and
the base station (BS) was supposed to have full knowledge of the
users channels. [5] proposes a solution to the multicell problem that
involves coordination between the base stations and an exchange of
all the channel state information of the users in the system. In [2],
knowledge of only the statistics of the channels was assumed and
an iterative algorithm for resource allocation between cells was pro-
posed for the multicell case. In this algorithm a frequency (or sub-
carrier) reuse factor equal to one was chosen, which means that each
cell is allowed to use all available subcarriers.
In this paper, we are interested in the imperfect CSI case where the
BS only knows the statistics of users’ channels. For that purpose,
we use the same system model of [2] but with the main difference
that, as done in practical system such as Wimax [7], a certain part of
the available bandwidth is shared orthogonally between the adjacent
base stations (and is thus “protected” from multicell interference)
and the remaining part is reused by different base stations (and is
thus subject to multicell interference). We also assume that each
user has the possibility to modulate in each of these two parts of
the bandwidth. According to this so-called reuse partitioning [8],
we need to determine the optimal frequency reuse factor in a cer-
tain sense. Notice that in our model we do not assume a priori a
cell partitioning scheme, but we manage to prove the optimality of

such a scheme. Finally, we characterize the optimal value of the fre-
quency reuse factorα. Strictly speaking, this value depends on all
the parameters of the problem. (such as the numberK of users in
each cell, data rate requirementsRk and positionsxk of all usersk).
As it is not reasonable to assume such a dependency, we would like
to determine an optimal, say, “universal”, reuse factor. To that end,
we consider the case when the number of usersK grows to infinity.
In the limit of an infiniteK, it is possible to determine a value of
the reuse factorα which is (asymptotically) optimal and which does
not depend on the particular cell configuration. The obtained reuse
factor only depends on an “average” cell configuration.

2. SYSTEM MODEL

2.1. OFDMA Signal Model

For sake of simplicity and due to lack of space, we only focus on
two adjacent cells, say cell A and cell B. Extension of this work to
the context of several interfering cells is straightforward and will be
done in forthcoming journal version. We denote byD the radius of
each cell. Each cell contains an arbitrary number of users, with arbi-
trary positions. From now on, we focus on cell A in order to provide
a simple signal model. We denote byK the number of users in cell
A. Base station A provides information to allK users of the cell fol-
lowing an OFDMA scheme (downlink). The total number of avail-
able subcarriers is denoted byN . For a given userk ∈ 1, 2, . . . , K
in cell A, we denote byNk the set of indices corresponding to the
subcarriers modulated byk. Nk is a subset of{0, 1, . . . , N − 1}.
By definition of OFDMA, two distinct usersk, k′ belonging to cell
A are such thatNk ∩ Nk′ = ∅. For each userk ∈ {1, . . . , K} of
cell A, the signal received byk at thenth subcarrier (n ∈ Nk) and
at themth OFDM block is given by

yk(n, m) = Hk(n, m)xk(n, m) + wk(n, m), (1)

wherexk(n, m) represents the data symbol transmitted by the base
station A. Processwk(n, m) is an additive noise which encompasses
the thermal noise and the possible multicell interference. Coefficient
Hk(n, m) is the frequency response of the channel at the subcarrier
n and the OFDM block m. Random variablesHk(n, m) are assumed
to be Rayleigh distributed with varianceρk = E[|Hk(n, m)|2]. For
a given userk, Hk(n, m) are identically distributed w.r.t.n, m, but
are not supposed to be independent. Channel coefficients are sup-
posed to be perfectly known at the receiver side, and unknown at the
base station side. However, variancesρk are supposed to be known
at the base station. As usual, we assume thatρk vanishes with the
distance between base station A and userk, based on a given path



loss model. In the sequel, it is convenient to assume (without restric-
tion) that usersk = 1, 2, . . . , K are numbered from the nearest to
the base station to the farthest. Therefore,

ρ1 > ρ2 > . . . > ρK . (2)

2.2. Frequency Reuse

In practical cellular OFDMA systems, it is usually assumed that cer-
tain subcarriersn ∈ {0, . . . , N − 1} used by the base station A are
reused by the adjacent cell B. Denote byI this set of “Interfering”
subcarriers,I ⊂ {0, . . . , N − 1}. If userk modulates such a sub-
carriern ∈ I, the additive noisewk(n, m) contains both thermal
noise of varianceσ2 and interference. Therefore, the variance of
wk(n, m) depends onk and is crucially related to the position of
userk. We thus define1

∀n ∈ I, E[|wk(m, n)|2] = σ2
k .

In the case of two interfering cells A and B considered in this paper,
it can be assumed that (if usersk = 1, 2 . . . , K are numbered from
the nearest to the base station to the farthest):

σ2
1 < σ2

2 < . . . < σ2
K . (3)

The reuse factorα is defined as the ratio between the number of
reused subcarriers and the total number of available subcarriers: so
thatI containsαN subcarriers. The remaining(1 − α)N subcarri-
ers are shared by the two cells A and B in an orthogonal way. We
assume that1−α

2
N of these subcarriers are used by base station A

only and are forbidden for B. Denote byPA this set of “Protected”
subcarriers. If userk modulates such a subcarriern ∈ PA, the ad-
ditive noisewk(n, m) contains only thermal noise. In other words,
subcarriern does not suffer from multicell interference. Then we
simply writeE[|wk(n, m)|2] = σ2. Similarly, we denote byPB the
remaining1−α

2
N subcarriers, such that each subcarriern ∈ PB is

only used by station B, and is not used by A. Finally,I∪PA∪PB =
{0, . . . , N − 1}.

2.3. Resource allocation parameters

Of course, for a given userk of cell A, the noise varianceσ2
k depends

on the particular resource allocation used in the adjacent cell B. For
the sake of simplicity, we assume thatσ2

k is fixed and known at base
station A. Then we concentrate on the resource allocation in cell A,
given aknown multicell interference(σ2

k)k=1...K . We assume that
a given user may use subcarriers in both the “interference” band-
width I and the “protected” bandwidthPA. We denote byγk,1N
(resp.γk,2N ) the number of subcarriers modulated by userk in the
set I (resp. PA). In other words,γk,1 = card(I ∩ Nk)/N and
γk,2 = card(PA ∩Nk)/N . Note that by definition ofγk,1 andγk,2,
∑

k γk,1 ≤ α and
∑

k γk,2 ≤ 1−α
2

. Furthermore, we assume that
a given userk of cell A can modulate in both bandsI andPA using
distinct powers in each band. For any modulated subcarriern ∈ Nk,
we definePk,1 = E[|xk(n, m)|2] if n ∈ I, Pk,2 = E[|xk(n, m)|2]
if n ∈ PA. Moreover, letgk,1 (resp. gk,2) be the channel Gain to
Noise Ratio (GNR) in bandI (resp. PA), namelygk,1 = ρk/σ2

k

(resp.gk,2 = ρk/σ2) and letWk,i = γk,iPk,i be the average power
transmitted to userk in I if i = 1 and inPA if i = 2. “Setting
a resource allocation for cell A” means setting a value for parame-
ters{γk,1, γk,2, Pk,1, Pk,2}k=1...K , or equivalently for parameters
{γk,1, γk,2, Wk,1, Wk,2}k=1...K .

1We assume thatσ2
k is a constant w.r.t. the subcarrier indexn. This

assumption is valid in a large number of OFDMA multicell systems using
frequency hopping or random subcarrier assignment as in Wimax.

3. RESOURCE ALLOCATION FOR SINGLE CELL A

3.1. Optimization Problem

Assume that the resource allocation in cell B is fixed. Assume that
each userk has a rate requirement ofRk bits/s/Hz. Our aim is to
optimize the resource allocation for cell A whichi) allows to sat-
isfy all target ratesRk of all users, andii) minimizes the power
used by base station A in order to achieve these rates. In frequency-
hopping OFDMA scheme used in Wimax, it makes sense to assume
that a code word encounters channel coefficientsHk(n, m) for sev-
eral m and severaln. Moreover assuming that the channel varies
OFDM symbol by OFDM symbol or that the channel is sufficiently
frequency-selective, successful transmission at rateRk is then pro-
vided byRk < Ck, whereCk denotes the ergodic capacity asso-
ciated with userk. Furthermore, assuming(wk(n, m))n,m a zero
mean independent Gaussian process, we show that

Ck =
2
∑

i=1

γk,iE

[

log

(

1 + gk,i
Wk,i

γk,i

X

)]

(4)

whereX represents a standard Chi-Square distributed random vari-
able with two degrees of freedom. The powerQ spent by base station
A during one OFDM block is

Q =
∑

k

(Wk,1 + Wk,2)

The optimal resource allocation problem for cell A can be formu-
lated as follows. If(wk(n, m))n,m is not Gaussian, Eq. (4) becomes
a lower bound of the ergodic capacity.

Problem 1. MinimizeQ w.r.t. {γk,1, γk,2, Wk,1, Wk,2}k under the
following constraints.

C1 : ∀k, Rk ≤ Ck C4 : γk,1 ≥ 0, γk,2 ≥ 0

C2 :
∑K

k=1 γk,1 ≤ α C5 : Wk,1 ≥ 0, Wk,2 ≥ 0.

C3 :
∑K

k=1 γk,2 ≤ 1−α
2

This problem is convex in{γk,1, γk,2, Wk,1, Wk,2}k and can be
solved with the help of the classical Lagrange Karush-Kuhn-Tucker
(KKT) conditions. Obviously, we then are able to to finding the
optimum{γk,1, γk,2, Pk,1, Pk,2}k.

3.2. Optimization Procedure

Define the following functions onR+ as

f(x) =
E [log(1 + xX)]

E

[

X
1+xX

] − x , F (x) = E

[

X

1 + f−1(x)X

]

.

wheref−1 is the inverse off with respect to composition.

Theorem 1. Assume that theK users are such that the ordering con-
ditions (2) and (3) hold. It exists a unique integerL ∈ {1, . . . , K}
and two unique positive numbersβ1, β2 such that the optimal re-
source allocation for Problem 1 is given by:

1. For eachk < L,

Pk,1 = g−1
k,1f

−1(gk,1β1) Pk,2 = 0

γk,1 =
Rk

E [log (1 + gk,1Pk,1X)]
γk,2 = 0

2. For eachk > L,



Pk,1 = 0 Pk,2 = g−1
k,2f

−1(gk,2β2)

γk,1 = 0 γk,2 =
Rk

E [log (1 + gk,2Pk,2X)]

3. For k = L

Pk,1 = g−1
k,1f

−1(gk,1β1) Pk,2 = g−1
k,2f

−1(gk,2β2)

γk,1 = α −
k−1
∑

l=1

γl,1 γk,2 =
1 − α

2
−

K
∑

l=k+1

γl,2.

The principle of the proof of this theorem is to derive and to
simplify the KKT conditions applied to the Lagrangian of our opti-
mization problem. This proof will be omitted here for lack of space.
The above result shows that the resource allocation depends on three
unknown parametersβ1, β2 andL. The optimal selection of these
parameters is provided in the next subsection. Before discussing the
choice ofβ1, β2 andL, some comments are useful.
Comments on Theorem 1:

a) Theorem 1 states that the optimal resource allocation scheme
is “binary”: except for at most one user (k = L), any user
receives data either in the interference bandwidthI or in the
protected bandwidthPA, but not in both. Intuitively, it seems
clear that users who are the farthest from the base station
should mainly receive data in the protected bandwidthPA,
as they are subject to an important multi-cell interference and
hence need to be protected. Theorem 1 proves the optimality
of this intuitive solution.

b) The geographic separation point between both groups of users
is provided by the position of userL. The characterization of
this key position is provided in the following subsection. Due
to the nature of the considered problem, this pivot position
depends on the various target ratesR1, . . . , RK of the users
and depends on the particular positions of the users in the cell
via parametersρk, σ2

k.

c) Of course, it would have been convenient from an implemen-
tation point of view that this optimal pivot position were inde-
pendent of the particular target rates or the particular users po-
sitions. The definition of a separating position which would
be fixed but nevertheless relevant in “most situations” will be
investigated later on (see Section 5).

d) As expected, the optimal resource allocation depends on the
resource allocation in cell B via parametersσ2

1 , . . . , σ2
K . Joint

optimization of the resource allocation in both cells A and B
is investigated in Section 4.

3.3. Determination of β1,β2 and L and implementation issues

DefineC(x) = E[1+f−1(x)X] for eachx ≥ 0. Our aim is to char-
acterize the unique userL which is likely to modulate in both bands
I andPA, and to find the values of Lagrange multipliersβ1, β2. As-
sume for the sake of clarity thatγL,1, γL,2 are strictly positive for
this key userL. Using KKT conditions, we prove that the desired
three parameters(β1, β2, L) coincide with the unique solution of
the following equations in(l, β̃1, β̃2) ∈ {1 . . . K} × R+ × R+:

gl,1F (gl,1β̃1) = gl,2F (gl,2β̃2) (5)

Rl = γl,1C(gl,1β̃1) + γl,2C(gl,2β̃2) (6)

whereγl,1, γl,2 are simply given by

γl,1 +
∑

k<l

Rk

C(gk,1β̃1)
= α (7)

γl,2 +
∑

k>l

Rk

C(gk,2β̃2)
=

1 − α

2
(8)

Here equation (5) reflects the fact that the userL to be character-
ized modulates in both bandsI andPA. Equations (6), (7) and (8)
are nothing else than the constraintsC1, C2 andC3 (holding with
equality), only rewritten with the help of Theorem 1. Plugging (7)
and (8) into (6) leads to

Rl =

(

α −
∑

k<l

Rk

C(gk,1β̃1)

)

C(gl,1β̃1)

+

(

1 − α

2
−
∑

k>l

Rk

C(gk,2β̃2)

)

C(gl,2β̃2) . (9)

For any fixedl, (5) and (9) represent a system of two equations
with two unknown(β̃1, β̃2). L can be defined as the only integer
l such that this system has a solution, and(β1, β2) coincide with
this (unique) solution. The main focus is therefore on the practical
computation ofL, β1, β2. The most immediate way would be to use
an exhaustive search on alll = 1, . . . , K. L would be defined as
the uniquel for which the set of equations (5) and (9) has a solution,
and(β1, β2) as the corresponding solution. Of course, this method is
rather complex. Instead, we propose to simplify the search forL as
follows. For eachl, we respectively denote byal andbl the unique
positive numbers such that:

l
∑

k=1

Rk

C(gk,1al)
= α and

K
∑

k=l+1

Rk

C(gk,2bl)
=

1 − α

2
,

with the conventionbK = 0. Existence and uniqueness ofal andbl

are due to the fact that functionC is increasing from 0 to∞ onR+.
One can show the following proposition:

Proposition 1. UserL can be defined as

L = min
{

l = 1 . . . K
/

gl,1F (gl,1al) ≤ gl,2F (gl,2bl)
}

. (10)

Note that the above set contains at least integerK (indeed, we
haveF (gK,1aK) ≤ F (0) due to the decreasing character ofF ,
and gK,1 ≤ gK,2) and is thus nonempty. In practice, the search
for L can be achieved by dichotomy, computingal andbl only for
a limited number of values ofl. Then,β1, β2 can be obtained by
solving the set of equations (5) and (9) withl = L.

4. MULTICELL RESOURCE ALLOCATION

Section 3 describes the optimal resource allocation for a single cell
A, while the multicell interference is assumed fixed. This is equiva-
lent to assume that the resource allocation in the interfering cell B is
fixed. In the present Section, we propose an algorithm which allows
to achieve the joint resource allocation in both cells A and B.

4.1. Multicell Interference Model

In order to introduce our multicell algorithm, it is now necessary to
define more clearly the way interference levelsσ2

1 , . . . , σ2
K depend

on the neighboring base station B. In a large number of OFDMA



system models, it is straightforward to show that for a given userk
of cell A, interference powerσ2

k does not depends on the particular
resource allocation in cell B but only on i) the position of userk
and ii) the average powerQB

1 transmitted by base station B in the
interference bandwidthI. More precisely,

σ2
k = E

[

|H̃k(n, m)|2
]

QB
1 + σ2 (11)

whereH̃k(n, m) represents the channel between base station B and
userk of cell A at frequencyn and OFDM blockm.

4.2. Iterative Resource Allocation

1. Initialization: Base station B is shut down:QA
1 = 0.

2. Cell A. Evaluate the multicell interference levelσ2
k from (11)

for each userk of Cell A. Compute the resource allocation
parameters{γk,1, γk,2, Pk,1, Pk,2}k using the single cell al-
gorithm of Section3. Evaluate the average powerQA

1 trans-
mitted inI and transmit its value to base station B.

3. Cell B. Evaluate the multicell interference level for each user
k of Cell B. Compute the resource allocation parameters in
Cell B. Transmit the value ofQB

1 to base station A.

4. Iterate. Go back to step 2.

This power algorithm converges. Indeed, it is clear that the total
power used by both base stations increases from one iteration to the
next. Moreover, any of these two powers is bounded by the power
obtained with the naive procedure consisting in only transmitting in
the protected bandsPA andPB .

5. ASYMPTOTIC ANALYSIS

The optimal value of the pivot-distance, derived in the previous sec-
tions, turned out, as one expects, to be dependent on the resource
allocation parameters of all the users: the (exact) position of each
user in the cell and the user’s (exact) data rate requirement. From
an implementation point of view, it would be convenient if the opti-
mal pivot position and the optimal reuse factor were calculated us-
ing only a “global” characterization of users’ allocation parameters
rather than the exact values of these parameters for each user in the
cell. One possible approach to achieve this goal is the asymptotic
analysis proposed in [2] which consists in letting the number of users
K grow to infinity. In this Section we will follow this approach and
we will investigate the asymptotic expression of the average transmit
power when the number of usersK grows to infinity. The interest
of doing so is that the results in the asymptotic regime are more
tractable and can be given in a form that does not depend on the
exact resource allocation parameters of each user but rather on the
global distribution of these parameters in the cell.

5.1. Basic Assumptions and Asymptotic Regime

In the sequel, we denote byB the total bandwidth of the system in
Hz and byrk = BRk the data rate requirement of userk in bit/s.
We consider the asymptotic regime where the numberK of users in
each cell tends to infinity. AsK tends to infinity, note that the total
rate

∑K

k=1 rk which should be delivered by the base station tends to
infinity as well. Thus, we need then to let the bandwidthB grow to
infinity in order to satisfy the growing data rate requirement. In fact,
the asymptotic regime will be characterized byK → ∞, B → ∞
and K/B → c wherec is a positive constant (in the sequel, we

will even writeK = cB with slight abuse, for the sake of simplic-
ity). Recall that coefficientγk,1 (resp. γk,2) is defined as the ratio
between the part of the interference bandwidthI (resp. protected
bandwidthPA) and the total bandwidth. Thus,γk,1 andγk,2 tend to
zero as the total bandwidthB tends to infinity for eachk.
We denote byxk the position of each userk i.e. the distance between
the user and the base station. The channel varianceρk of userk will
be written asρk = ρ(xk) whereρ(x) models the path loss. Typi-
cally, functionρ(x) has the formρ(x) = λx−α whereλ is a certain
gain and whereα is the path-loss coefficient,α > 2. In the sequel,
we denote byg2(x) = ρ(x)

σ2 the received signal to noise ratio in the
protected bandwidth, for a user at positionx. For a particular user
k, g2(xk) = gk,2. Similarly, we defineg1(x) as the signal-to-noise
ratio received in the interference bandwidth, for a user at positionx.
For a particular userk, g1(xk) = gk,1. Functionsg1(x) andg2(x)
are assumed to be continuous functions ofx, independent ofK.
In view of the resource allocation problem described in Sections 3
and 4 above, userk is commpletely characterized by his rateRk and
his channel GNRgk,1 andgk,2. With the assumptions introduced
above, userk is equivalently characterized by the couple(rk, xk).
We introduce the following measureν(K) defined on the Borel sets
of R+ × R+ as follows

ν(K)(I, J) =
1

K

K
∑

k=1

δ(rk,xk)(I, J)

whereI andJ are any intervals ofR+ and whereδ(rk,xk) is the
Dirac measure at point(rk, xk). In other words,ν(K)(I, J) is sim-
ply equal to

ν(K)(I, J) =
number of users located inJ and requiring a rate inI

total number of users
.

Thus, measureν(K) can be interpreted as the distribution of the set of
couples(rk, xk). As ν(K) is a positive measure which integrates to
one, it is a probability measure. We make the following assumptions:

A 1. AsK varies, the supports of all measuresν(K) are included in
[0, rmax]× [ε, D] wherermax is an upper bound on all required data
rates,ε > 0 is a minimum distance from the BS (which circumvents
problems due to singularity ofρ(x) at x = 0), and D is the cell
radius.

A 2. As K tends to infinity, the sequence of measuresν(K) con-
verges weakly to a measureν. This limit measure satisfiesdν(r, x) =
dζ(r) × dλ(x) whereζ is the limit distribution of rates andλ is the
limit distribution of the users locations. Here× denotes the product
of measures.

We refer to [1] for the material on the convergence of measures.
Let us provide more insights on measureν = ζ × λ. The fact thatν
is a product measure is motivated by the observation that in practice,
the rate requirement of a given user is usually independent of the
positionxk of the user in the cell. Hereλ describes the users geo-
graphic distribution in the cell. For instance, if we assume thatλ has
a density, sayp(x): dλ(x) = p(x)dx. Then,p(x) is simply equal
to the density of users around positionx in the cell. Similarly,ζ cor-
responds to the distribution of the data rate requirements in interval
[0, rmax].

5.2. Iterative Resource Allocation : Asymptotic Analysis

The aim of this section is to analyze the asymptotic behaviour of the
average power per HertzQ(K) =

∑

k(γk,1Pk,1 + γk,2Pk,2) spent



by a base station after the convergence of the iterative algorithm de-
scribed in Section 4.2. The following Theorem (given without proof)
states the convergence ofQ(K) and provides the expression of its
limit Q∞. This limit is the same for all cells because we assumed
that the limit distributionν is the same for all cells.

Theorem 2. AssumeA1 andA2. Let r̄ be the average rate require-
ment per user̄r = c

∫ rmax

0
r dζ(r). Then the powerQ(K) delivered

by any base station converges toQ∞ = Q1,∞ + Q2,∞ whereQ1,∞

andQ2,∞ are the solutions of the following implicit equations:

Q1,∞ = r̄

∫ P

ǫ

f−1(g1(x, Q1,∞)β1)

g1(x, Q1,∞)C(g1(x, Q1,∞)β1)
dλ(x)(12)

Q2,∞ = r̄

∫ D

P

f−1(g2(x)β2)

g2(x)C(g2(x)β2)
dλ(x) , (13)

and (P, β1, β2) ∈ [ǫ, D] × R+ × R+ is the unique solution of the
following system of equations

g1(P, Q1,∞)F (g1(P, Q1,∞)β1) = g2(P )F (g2(P )β2) (14)

r̄

∫ P

ǫ

dλ(x)

C(g1(x, Q1,∞)β1)
= α (15)

r̄

∫ D

P

dλ(x)

C (g2(x)β2)
=

1 − α

2
. (16)

The limit valuesQ1,∞ and Q2,∞ are the asymptotic powers
spent in regionsI and PA,B respectively, and the real numberP
is the position of the pivot user in the asymptotic regime. They can
be determined by classical root search methods. More interestingly,
the solutionQ∞ = Q1,∞ + Q2,∞ is a function of the desired reuse
factor α. It is therefore possible to characterize the optimal reuse
factor α minimizing Q∞ as the outcome of a classical minimum
search algorithm. The most immediate approach is to solve the sys-
tem of equations given by Theorem 2 for each value ofα on a grid in
interval [0, 1]. Once the optimumα has been obtained, it is straight
forward to evaluate the optimum pivot distanceP , by simple appli-
cation of Theorem 2.

Thanks to this asymptotic analysis, this optimum value can be
fixed when designing the cellular network.

6. SIMULATIONS

In our simulations, we considered a Free Space Loss model (FSL)
characterized by a path loss exponents = 2 along with Okumura-
Hata (O-H) model for open areas ([6]). Path loss in dB is given by
gdB(x) = 20 log10(x) + 97.5, wherex is the distance in kilome-
ters between the BS and the user. The signal bandwidth is equal
to 5MHz and the thermal noise power spectral density is equal to
N0 = −170 dBm/Hz. Each cell has a radiusD = 500 and con-
tains K = 20 equally spaced users having identical target rates.
Figure 1 represents the ratioQ∞(α)/Q∞(αopt) in dB as a func-
tion of the reuse factorα, for an average data rate requirement of
r = 4.33 bit/s/Hz/km andr = 5.77 bit/s/Hz/km respectively (αopt

is the value of the reuse factorα that minimizes the transmit power).
Power gains are considerable compared to the extreme casesα = 0
andα = 1. In figure 2 the results of Section 5 are illustrated. The
curve show the asymptotically optimum reuse factor and pivot dis-
tance in terms of the mean rater̄ obtained by Theorem 2. We notice
thatα andP are both decreasing functions ofr̄. This is expected re-
sult, given that higher values of̄r will lead to higher transmit power
in order to satisfy the users requirements, and consequently to higher
levels of interference. More users will need then to be “protected”
from the higher interference.
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