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ABSTRACT such a scheme. Finally, we characterize the optimal value of the fre-
In this paper we investigate the issue of power control and supguency reuse factax. Strictly speaking, this value depends on all

carrier assignment in an OFDMA downlink system impaired by mul-the rﬁ)are}rgt?rs Otf the problen;ﬁ. (su((j:h as_tt_he nurﬁ];b«ﬁf user; n
ticell interference. As done in Wimax, we assume that a certain pa ach cefl, data rate requiremeiis and positions; of all user )- .
s it is not reasonable to assume such a dependency, we would like

of the available bandwidth is likely to be reused by different bas d ) imal . P ¢ To th d
stations (and is thus subject to multicell interference) and that afP eterrjzjlnetﬁn optlmar,]sa)t/h unlveLsa ,fre;ge acto;. .Of.t .?t end,
other part of the bandwidth is used by one base station only (an € consider Ih€ case when the number of usegrows to nfinity.

n the limit of an infinite K, it is possible to determine a value of

is thus “protected” from multicell interference). Questions aje: o . . .
P ) Q ) Hje reuse factar which is (asymptotically) optimal and which does

how many subcarriers should be assigned to a given user in the i . . - .
terference bandwidth, and how many in the protected bandwidth Bot depend on the particular cell conflguratlo_n. Th_e obtained reuse
! fglctor only depends on an “average” cell configuration.

if) What power should be allocated to a given user in each of thes
bands 7ii) What is the optimal frequency reuse factor ?

2. SYSTEM MODEL
1. INTRODUCTION
2.1. OFDMA Signal Model
Resource allocation in the downlink of OFDMA systems has been
studied in a number of works ([2]-[5] for example). In [3], it was For sake of simplicity and due to lack of space, we only focus on
proven that the optimal resource allocation that maximizes the surfwo adjacent cells, say cell A and cell B. Extension of this work to
capacity of the users in the downlink of an OFDMA system with the context of several interfering cells is straightforward and will be
perfect Channel State InformatiofCSI) is multiuser waterfilling ~ done in forthcoming journal version. We denote bythe radius of
This optimal allocation consists in assigning each subcarrier to theach cell. Each cell contains an arbitrary number of users, with arbi-
user who has the best channel gain on that subcarrier. The pow#ary positions. From now on, we focus on cell A in order to provide
allocated to each subcarrier is then calculated by waterfilling. In [4R simple signal model. We denote by the number of users in cell
an algorithm to minimize the transmit power needed to satisfy théA. Base station A provides information to &l users of the cell fol-
users’ rate requirements was proposed for the single-cell case atawing an OFDMA scheme (downlink). The total number of avail-
the base station (BS) was supposed to have full knowledge of thable subcarriers is denoted by. For a given usek € 1,2,..., K
users channels. [5] proposes a solution to the multicell problem thag cell A, we denote byN. the set of indices corresponding to the
involves coordination between the base stations and an exchangesfbcarriers modulated by. Ny is a subset 0f0,1,..., N — 1}.
all the channel state information of the users in the system. In [2]By definition of OFDMA, two distinct users, &’ belonging to cell
knowledge of only the statistics of the channels was assumed amdare such thalN, NN, = ). For each usek € {1,..., K} of
an iterative algorithm for resource allocation between cells was procell A, the signal received by at thenth subcarrier{ € Ny) and
posed for the multicell case. In this algorithm a frequency (or subat themth OFDM block is given by
carrier) reuse factor equal to one was chosen, which means tliat eac
cell is allowed to use all available subcarriers. ye(n,m) = Hi(n,m)xk(n, m) + wr(n,m), )
In this paper, we are interested in the imperfect CSI case where the
BS only knows the statistics of users’ channels. For that purposeyherezi(n, m) represents the data symbol transmitted by the base
we use the same system model of [2] but with the main differencetation A. Process, (n, m) is an additive noise which encompasses
that, as done in practical system such as Wimax [7], a certain part @ahe thermal noise and the possible multicell interference. Coefficient
the available bandwidth is shared orthogonally between the adjacei; (n, m) is the frequency response of the channel at the subcarrier
base stations (and is thus “protected” from multicell interferencen and the OFDM block m. Random variablEs (n, m) are assumed
and the remaining part is reused by different base stations (and e be Rayleigh distributed with variange = E[|H}.(n, m)|?]. For
thus subject to multicell interference). We also assume that each given usek, Hy(n,m) are identically distributed w.r.ta, m, but
user has the possibility to modulate in each of these two parts adre not supposed to be independent. Channel coefficients are sup-
the bandwidth. According to this so-called reuse partitioning [8],posed to be perfectly known at the receiver side, and unknown at the
we need to determine the optimal frequency reuse factor in a cebase station side. However, varianggsare supposed to be known
tain sense. Notice that in our model we do not assume a priori at the base station. As usual, we assume phatanishes with the
cell partitioning scheme, but we manage to prove the optimality oflistance between base station A and usdrased on a given path



loss model. In the sequel, it is convenient to assume (without restric- 3. RESOURCE ALLOCATION FOR SINGLE CELL A

tion) that usersk = 1,2,..., K are numbered from the nearest to S
the base station to the farthest. Therefore, 3.1. Optimization Problem
pL>p2> ... > pK. (2)  Assume that the resource allocation in cell B is fixed. Assume that
each usek has a rate requirement @&, bits/s/Hz. Our aim is to
2.2. Frequency Reuse optimize the resource allocation for cell A whichallows to sat-

. o isfy all target ratesRk;, of all users, andi) minimizes the power
In practical cellular OFDMA systems, it is usually assumed that cerysed by base station A in order to achieve these rates. In frequency-

tain subcarriers. € {0,..., N — 1} used by the base station A are hopping OFDMA scheme used in Wimax, it makes sense to assume
reused by the adjacent cell B. Denote'bhis set of Interfering”  that a code word encounters channel coefficiéhtén, m) for sev-
subcarriersj c {0, .. — 1}. If userk modulates such a sub- eralm and severah. Moreover assuming that the channel varies

carriern € J, the addmve noisevy,(n, m) contains both thermal  OFDM symbol by OFDM symbol or that the channel is sufficiently
noise of variancer? and interference. Therefore, the variance Offrequency selective, successful transmission at Ratés then pro-
W (n m) depends ork and is CrUCIaIIy related to the pOSltlon of vided byRk < Chk, Whereck denotes the ergod|c Capac|ty asso-
userk. We thus define ciated with usetk. Furthermore, assuminguy,(n, m))n... a zero
Yn € 9, E[Jwi (m, n)|2] —o2. mean independent Gaussian process, we show that

In the case of two interfering cells A and B considered in this paper, 2 Wi

it can be assumed that (if usdts= 1,2. .., K are numbered from Cr = Z Vi E {log (1 + Gk o~ - X)} (4)
the nearest to the base station to the farthest): i ’

o1 <03 <...<ok. (3) WwhereX represents a standard Chi-Square distributed random vari-

able with two degrees of freedom. The powkspent by base station
The reuse factory is defined as the ratio between the number ofSA during one OFDM block is

reused subcarriers and the total number of available subcarriers:

thatJ containsa N subcarriers. The remainin@ — «) N subcarri- _

ers are shared by the two cells A and B in an orthogonal way. We @= Z(Wk’l + W)

assume that52 N of these subcarriers are used by base station A

only and are forbidden for B. Denote By, this set of “Protected”  The optimal resource allocation problem for cell A can be formu-
subcarriers. If usek modulates such a subcarriere P4, the ad-  lated as follows. [{wy (n, m))n,m iS Not Gaussian, Eq. (4) becomes
ditive noisewy, (n, m) contains only thermal noise. In other words, a lower bound of the ergodic capacity.

subcarriern does not suffer from multicell interference. Then we o

simply write E[|wy, (n, m)|2] = o. Similarly, we denote b5 the ~ Problem 1. MinimizeQ w.rt. {vk,1,vk,2, Wi,1, Wi,2 }x under the
remaining%N subcarriers, such that each subcarriec Pg is following constraints.

only used by station B, and is not used by A. Findliy, P 4 UP g = Cl: Vk Re<Cy C4 v > 0,700 > 0

0,...,N—1}.

{ ; c2: YK wi<a C5: W1 > 0,Wg2 >0.
. K 1—a

2.3. Resource allocation parameters C3: Yimam2<73

Of course, for a given usérof cell A, the noise variance; depends This problem is convex ifiyi,1, vk,2, Wi,1, Wk,2}x and can be

on the particular resource allocation used in the adjacent cell B. Fgiolved with the help of the classical Lagrange Karush-Kuhn-Tucker

the sake of simplicity, we assume thet is fixed and known at base (KKT) conditions. Obviously, we then are able to to finding the

station A. Then we concentrate on the resource allocation in cell AQPUMUM{ vk 1, Ve 2, Pe.1, Pr2}i-

given aknown multicell interferencéo? )r—1.. x. We assume that

a given user may use subcarriers in both the “interference” band.2. Optimization Procedure

width J and the “protected” bandwidtf? 4. We denote byyx,1 N

(resp.~..2N) the number of subcarriers modulated by usén the ~ Define the following functions oft ;- as

setJ (resp. P4). In other words;yx,1 = cardd N Ny)/N and
Yk,2 = cardP 4 NNy)/N. Note that by definition ofyx 1 andyx,2, flz) = Ellog(l +2X)] x, F(z)=E {%} .
Sk < aandds, vk < 152, Furthermore, we assume that E [H%} +f7H (@)

a given usek of cell A can modulate in both bandsand® 4 using

distinct powers in each band. For any modulated subcatrietNy, wheref~! is the inverse off with respect to composition.

we defineP;,, = E[|zi(n,m)?]if n € I, Pyo = E[|ak(n,m)|?]

if n € Pa. Moreover, letgs 1 (resp. gr.2) be the channel Gain to Theorem 1. Assume that th& users are such that the ordering con-
Noise Ratio (GNR) in band (resp. Pa), namelygy 1 = px /o7 ditions (2) and(3) holld.. It exists a unique integel € {1,. ...,K}
(resp.gk.2 = pr /o) and letWy ; = ~i.; Px,; be the average power and two unique positive numbg,ﬁs,pb such that the optimal re-
transmitted to usek in Jif i = 1 and inP4 if i = 2. “Setting  source allocation for Problem 1 is given by:

a resource allocation for cell A" means setting a value for parame- 1. For eachk < L,

ters {1, v&,2, Pr,1, Pr,2}k=1...c, Or equivalently for parameters

—1 -1

{1, Vo,2s W1, We 2 be—=1... k- Poi=gpif (gl}élﬁl) Pr2=0
k

Iwe assume thadr,% is a constant w.r.t. the subcarrier index This Vel = E [101% (1 ¥ gk,lPk,lX)] Ye2 =0

assumption is valid in a large number of OFDMA multicell systeramgl
frequency hopping or random subcarrier assignment as in Wimax 2. Foreachk > L,



Pea =0 | Pro=grsf "(gr,202) where~; 1, .2 are simply given by

Ry,
Ye,1 =0 | Y2 =
E [log (1 + gr,2Pr,2X)] i1+ Z Ry )
k<l O(gk,lﬁl)
3. Fork=1 R 1
k -«
1 1 - Y2 + —— = (8)
Pia = g1t HgkaB1) | Prz=grsf '(gr202) I;Z C(gk,252) 2
" 11—« - .
Ye1 = @ — Z Y1 T2 =g — Z Y,2- Here equation (5) reflects the fact that the useto be character-
1=1 I=k+1 ized modulates in both ban@sand® 4. Equations (6), (7) and (8)

are nothing else than the constrai$, C2 andC3 (holding with
The principle of the proof of this theorem is to derive and to equality), only rewritten with the help of Theorem 1. Plugging (7)
simplify the KKT conditions applied to the Lagrangian of our opti- and (8) into (6) leads to
mization problem. This proof will be omitted here for lack of space.

The above result shows that the resource allocation depends on three R = B Z Ry, Clgif)
unknown parameters;, 2 and L. The optimal selection of these L= @ C(gk 151) gr.11
parameters is provided in the next subsection. Before discussing the ket ’
choice of31, 82 and L, some comments are useful. 1-— R ~
o . (e L) ClgaB) . O
Commentson Theorem 1: w1 Clgr,22)

a) .The(.)rem 1 states that the optimal resource allocation schenpg,, any fixedl, (5) and (9) represent a system of two equations
is “binary”: except for at most one usek (= L), any USer it two unknown(3:, 32). L can be defined as the only integer
receives data either in the interference bandwiddn in the  ; gch that this system has a solution, @4, 32) coincide with
protected bandwidtf 4, but notin both. Intuitively, it seems s (unique) solution. The main focus is therefore on the practical
clear that users who are the farthest from the base statiogomputation ofZ, 51, 2. The most immediate way would be to use
should mainly receive data in the protected bandwilth  an exhaustive search on al= 1,..., K. L would be defined as
as they are subject to an important multi-cell interference anghe unique for which the set of equations (5) and (9) has a solution,
hence need to be protected. Theorem 1 proves the optimalityng( 3, , 8,) as the corresponding solution. Of course, this method is
of this intuitive solution. rather complex. Instead, we propose to simplify the searclh fas

b) The geographic separation point between both groups ofuse@'lqws' For each, we respectively denote by andb; the unique
is provided by the position of usér. The characterization of POSitive numbers such that:
this key position is provided in the following subsection. Due .
to the nature of the considered problem, this pivot position Z Re  _ a and
depends on the various target rafes . . ., Rx of the users = Clgr,1a1)
and depends on the particular positions of the users in the cell
via parametergy,, o. with the conventiorbx = 0. Existence and uniquenessafandd,

) ) . are due to the fact that functidri is increasing from 0 tec onR ..
c) Of course, it would have been convenient from an implemengne can show the following proposition:

tation point of view that this optimal pivot position were inde-
pendent of the particular target rates or the particular users pd?roposition 1. User L can be defined as

sitions. The definition of a separating position which would

be fixed but nevertheless relevant in “most situations” willbe L =min{l =1... K /g1 F (guia) < gi.2F (g12b1)} . (10)
investigated later on (see Section 5).

i R,  l1—a
ko1 Clon2bl) 2

Note that the above set contains at least intdggindeed, we

d) As expected, the optimal resource allocation depends on theave I (g 1ax) < F(0) due to the decreasing character fof
resource allocation in cell B via parametess . . ., o%. Joint  andgx1 < gk.2) and is thus nonempty. In practice, the search
optimization of the resource allocation in both cells A and Bfor L can be achieved by dichotomy, computimgandb; only for
is investigated in Section 4. a limited number of values df Then, 3, 32 can be obtained by

solving the set of equations (5) and (9) witk- L.
3.3. Determination of 81,62 and L and implementation issues 4. MULTICELL RESOURCE ALLOCATION

DefineC(x) = E[1+ f~'(x)X] for eache > 0. Our aim is to char-
acterize the unique usérwhich is likely to modulate in both bands
J and? 4, and to find the values of Lagrange multipligts 32. As-
sume for the sake of clarity that, 1,~z,2 are strictly positive for
this key userL. Using KKT conditions, we prove that the desired
three parameter§8:, 82, L) coincide with the unique solution of

the following equations i, 31, 32) € {1... K} x Ry x R;:

Section 3 describes the optimal resource allocation for a single cell
A, while the multicell interference is assumed fixed. This is equiva-
lent to assume that the resource allocation in the interfering cell B is
fixed. In the present Section, we propose an algorithm which allows
to achieve the joint resource allocation in both cells A and B.

4.1. Multicell Interference Model

G F(giaf1) = giaF(gi262) (5)  Inorder tointroduce our multicell algorithm, it is now2necessary to
- - define more clearly the way interference levefs. . ., 0% depend
R =7,1C(g1161) +71,2C(g1,252) ®)  onthe neighboring base station B. In a large number of OFDMA



system models, it is straightforward to show that for a given é&ser will even write K = ¢B with slight abuse, for the sake of simplic-
of cell A, interference power; does not depends on the particular ity). Recall that coefficienty, 1 (resp. yx2) is defined as the ratio
resource allocation in cell B but only on i) the position of uger between the part of the interference bandwitittresp. protected

and ii) the average powed? transmitted by base station B in the bandwidthP 4) and the total bandwidth. Thus; ; and~; » tend to

interference bandwidth. More precisely, zero as the total bandwidtB tends to infinity for eaclt.
We denote by, the position of each uséri.e. the distance between
oi =E [|Hk (n, m)|2] QF +6° (11)  the user and the base station. The channel varignoé userk: will

be written aspr, = p(xx) wherep(xz) models the path loss. Typi-
ngally functionp(x) has the formp(z) = Az~ whereX is a certain
gain and wherex is the path-loss coefficient; > 2. In the sequel,
we denote by (z) = % the received signal to noise ratio in the
protected bandwidth, for a user at positien For a particular user
k, g2(zx) = gr,2. Similarly, we defingy: (x) as the signal-to-noise
1. Initialization: Base station B is shut dowi@;* = 0. ratio received in the interference bandwidth, for a user at position
For a particular usek, g1 (zx) = gk,1. Functionsg, (z) andgz(x)
are assumed to be continuous functiong ahdependent of<.
In view of the resource allocation problem described in Sections 3
and 4 above, usédris commpletely characterized by his rdtg and
his channel GNRyy,1 andgx,2. With the assumptions introduced
above, usek is equivalently characterized by the coute, = ).
3. Cell B. Evaluate the multicell interference level for each userwe introduce the following measuré’) defined on the Borel sets
k of Cell B. Compute the resource allocation parameters irof R, x R, as follows
Cell B. Transmit the value a? to base station A.

K
4. Iterate. Go back to step 2. v, ) = % Z Strp o) (L, J)
k=1

whereH), (n, m) represents the channel between base station B a
userk of cell A at frequencyr and OFDM blockm.

4.2. Iterative Resource Allocation

2. Cédl A. Evaluate the multicell interference leve] from (11)
for each uselk of Cell A. Compute the resource allocation
parameterd k.1, V.2, Pr,1, Pr,2 }x Using the single cell al-
gorithm of Section3. Evaluate the average powt trans-
mitted inJ and transmit its value to base station B.

This power algorithm converges. Indeed, it is clear that the total
power used by both base stations increases from one iteration to theéhere I and J are any intervals oR . and wherej,, ., is the
next. Moreover, any of these two powers is bounded by the powepirac measure at poirfty, 2 ). In other wordsp %) (1, J) is sim-
obtained with the naive procedure consisting in only transmitting iny|y equal to
the protected bandB4 and® 5.
number of users located thand requiring a rate it

(1,0) =
v ) total number of users

5. ASYMPTOTIC ANALYSIS
] ) ) o ) Thus, measure*) can be interpreted as the distribution of the set of
The optimal value of the pivot-distance, derived in the previous seccouples(ry,, 21 ). As »%) is a positive measure which integrates to

tions, turned out, as one expects, to be dependent on the resougie, itis a probability measure. We make the following assumptions:

allocation parameters of all the users: the (exact) position of each _ ) ) )

user in the cell and the user's (exact) data rate requirement. Frof 1. AsK varies, the supports of all measureS®) are included in

an implementation point of view, it would be convenient if the opti- [0, 7max] % [€, D] whererm.a is an upper bound on all required data

mal pivot position and the optimal reuse factor were calculated usrates,e > 0 is a minimum distance from the BS (which circumvents

ing only a “global” characterization of users’ allocation parametersProblems due to singularity qf(z) at = = 0), and D is the cell

rather than the exact values of these parameters for each user in ti#glius.

et s o Al 2 A5 I e t iy, h sequence of measui) con

K r>(/)w th)a inﬁ:init In this Section we will foIIowgthis approach and verges weakly to ameasureThis limit measure satisfie (r, z) =

wegwill investi at)g the asymptotic expression of the a\?epra e transm C(r) x dA(z) where¢ is the limit distribution of rates and is the
9 ymp p S 9 fimit distribution of the users locations. Here denotes the product

power when the number of usefS grows to infinity. The interest

. . . - . of measures.
of doing so is that the results in the asymptotic regime are more

tractable and can be given in a form that does not depend on the We refer to [1] for the material on the convergence of measures.
exact resource allocation parameters of each user but rather on thet us provide more insights on measure= ¢ x \. The fact tha

global distribution of these parameters in the cell. is a product measure is motivated by the observation that in practice,
the rate requirement of a given user is usually independent of the
5.1. Basic Assumptionsand Asymptotic Regime positionzy, of the user in the cell. Herg describes the users geo-

) _graphic distribution in the cell. For instance, if we assume iHaas
In the sequel, we denote Wy the total bade|dth of the _syst_em N a density, sap(z): d\(xz) = p(x)dz. Then,p(x) is simply equal
Hz and byrr = BR: the data rate requirement of ugein bit/s. o the density of users around positietin the cell. Similarly, cor-

We consider the asymptotic regime where the nunibaf usersin  responds to the distribution of the data rate requirements in interval
each cell tends to infinity. A& tends to infinity, note that the total [0, Pmax]-

rate>"+_, 7 which should be delivered by the base station tends to
infinity as well. Thus, we need then to let the bandwilgrow to
infinity in order to satisfy the growing data rate requirement. In fact,
the asymptotic regime will be characterized By — oo, B — oo The aim of this section is to analyze the asymptotic behaviour of the
and K/B — ¢ wherec is a positive constant (in the sequel, we average power per Her@ %) = > (k1 Pra + Yk,2Pr,2) spent

5.2. lterative Resource Allocation : Asymptotic Analysis



by a base station after the convergence of the iterative algorithm de-
scribed in Section 4.2. The following Theorem (given without proof)
states the convergence ) and provides the expression of its
limit Q. This limit is the same for all cells because we assumed
that the limit distribution is the same for all cells.

Theorem 2. AssumeAl andA2. Let7 be the average rate require-
ment per usef = ¢ [;™*" rd((r). Then the powe®™) delivered
by any base station converges@a, = Q1,0 + Q2,00 WhereQ1,«
and @2, are the solutions of the following implicit equations:

_ T T 9(@,Q1)8) )

Ql,oo - /e gl(m’Ql’w)c(gl(l’,Ql,m)ﬂl) d>\( )(12)
[P @)

Qaee /p 7@ C(ga() B2y D) (13)

and (P, 51, 32) € [e, D] x R4 x R4 is the unique solution of the
following system of equations

g1(P, Q1, oo) (gl(P Q1,00)01) = g2(P)F(g2(P)B2)  (14)

/ C( 91 x, Ql oo)ﬁl) - (13)
17 «

/ e w)ﬁz 2 (16)

The limit values@1,. and Q2 . are the asymptotic powers
spent in regiond and P 4, g respectively, and the real numbgr
is the position of the pivot user in the asymptotic regime. They can
be determined by classical root search methods. More interestingly,
the solutionQ - = Q1,0 + @2, IS a function of the desired reuse
factor «.. It is therefore possible to characterize the optimal reuse
factor o minimizing Q~ as the outcome of a classical minimum
search algorithm. The most immediate approach is to solve the sys-
tem of equations given by Theorem 2 for each value of a grid in

interval [0, 1]. Once the optimuna has been obtained, it is straight Fig. 2. Optimal reuse factor and pivot distance vs.
forward to evaluate the optimum pivot distanBeby simple appli- D =

cation of Theorem 2.
Thanks to this asymptotic analysis, this optimum value can be
fixed when designing the cellular network.

6. SIMULATIONS
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