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Abstract — This paper focuses on channel estimation in stan-
dard Ultra-Wide Band (UWB) based system. We consider Impuls
Radio scheme relying on a binary Pulse Position Modulationswell
as on a Spread-Spectrum Time-Hopping multiple access. We ad
dress the closed-form expressions of the (resp. modified) &mer-
Rao bound for the multi-path channel parameters in Data-aiced
(resp. Non-data-aided) context. The derivations have beetevel-
oped by assuming the multiple-access interference as an aitide
white Gaussian noise. Conversely the overlapping betweeiggal
echoes has been taken into account. Finally simplificationisave
been done by averaging the Fisher information matrix over tte
time-hopping random sequence as well as over the symbol ranch
sequence.

|. INTRODUCTION

For several years, the Ultra-Wide Band based communic&idsnre-
ceived a lot of attention, especially, in the context of ttange wire-
less communications. The main works focus essentially enréh
ceiver design as well as on the multiple-access performaneéysis
([1, 2]). The propagation channel parameters are stilhofigssumed to
be known at the receiver.

Therefore papers about channel parameter estimation woace
quite seldom ([3, 4]). In [3], Data-aided ML-like estimatisrcarried
out in the case when a single mono-cycle is transmitted. JnNd
estimator is introduced in the realistic scheme of Impulseli® re-
lying on a Pulse Position Modulation as well as on a Spreatspm
Time-Hopping multiple access for both Data-aided and Nata-cided
context. Moreover influence of estimation errors in the Raeiver
is performed numerically. One can notice that the overlagpietween
two signal echoes/paths are neglected in both papersthieeguthors
consider that the signal provided by one path is orthogomagech
others. Furthermore one can remark that asymptotic thieargter-
formance of aforementioned estimators as well as CramerbRand
have never been performed.

Therefore the purpose of this paper is to derive in closeahfex-
pressions the (resp. Modified) Cramer-Rao Bound of the adtizons
and delays of the different paths of the channel in Dataehidesp.
Non-data-aided) context. We consider the standard sppedium
multiple access (SSMA), time-hopping (TH), binary pulsesiion
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multiple-access interference, and is assumed to be whitesgm with
varianceo? = E[w(t)?] = No/2. The parameters; andr; corre-
spond to the attenuation and the delay of ifiepath respectively and
need to be estimated. The attenuations and the delays akedta
~ =[y1,--+,yz] andr = [m,- - - , 7] respectively.

The UWB waveform can be defined as follows

M-1
s(t)= Y b(t—iN;Ty — a: ) (1)
=0
where M is the number of transmit symbads= [ao, - ,anm—1]. In

the Data-aided context, dassare known at the receiver and thus refer
to training sequence. In Non-data-aided context, daséae unknown
and assumed to be i.i.d. with the following distributiondtionp(a) =
(6(a) + 6(a — 1))/2 whered(.) stands for the Dirac pulse. The term
A represents the gap between two binary PPM symbols. Fingllis
the number of frame per symbol afi@ is the duration of each frame.
The super frame composed B§ frames is structured as follows

Np—1

b(t) = Y g(t—jTy —¢;Te)

=0

@)

whereT. is the chip duration. We gét; = N.T. with N. the number
of chips in one frame. The time-hopping code in jheframe is given
by c¢; € {0,---,N. — 1}. Finally g(¢) is the mono-cycle with the
following temporal time-supporf0, 7). Notice that we assume, as
usual0 < A < T.—Ty, i.e., the impulsion associated with the transmit
bit (whatever its value) remains inside the current chip.

II. CRAMER-RAO BOUND

In the sequel, we treat the Data-aided case and the Noradigd-case
within the same framework. For this reason, the notafiaff (a)]
(wheref(.) is a certain mapping) stands either ft{&) if a is a known
deterministic sequence like a training sequence or fortdmedard sta-
tistical mean ovea if a is an unknown random sequence.

The likelihood function ob = [v, T, a] is given by

A(vy,T,a) < exp {NLO /I[y(t) — st(t - n)]2dt} (3)

modulated (PPM) based UWB system. At the receiver, we onty co

centrate on one user while the other users are viewed as noise
The received signaj(t) takes the following form

y(t) = st —m) + w(t)
=1

wheres(t)
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represents the UWB signal waveform of the user of inter-
est. The noisev(t) takes into account the thermal noise as well as t

whereZ = [0, MN;Ty) represents the duration of the observation
window. We now define the following term

4)

2
J(01,00) = —Ey o {M] ,

00,00

r parameterg6;, 0;) if Data-aided context is assumed. In contrast,
g. (4) only provides thenodifiedFisher information component for
parameters6;, 6 ) if Non-data-aided context is considered [5].

%he previous term represents ttrae Fisher information component



Putting Eq. (3) back in Eg. (4) leads to the following resitea The above formulae are the same as in the context of singifetpa=

straightforward algebraic manipulations. 1). This is not a surprising result since each path is not s by the
9 others ones as its echoes are orthogonal. Therefore tineagisin step
J( ) = =D of path of interest is not influenced by its echoes.
Vi Vi N, 1 N . .
0 Atlow SNR, derivations folCRBnpa can be achieved by the well-
J(v, ) = _ 2% 2<lvk) known approach mentioned in [6] and [4]. Nevertheless, duled lack
) No of space, the corresponding expressions are omitted ircéinmsmuni-
Jr,m) = ’]Y\I;(;Yl ék,l) cation.
B. Presence of overlapping
where ) . )
In this subsection, we do not neglect the overlapping pathsare.
1<k,l) = E. / s(t — 7i)s(t — n)dt} We will see that the obtained expressions féff”l) are simple thanks
T to the so-calledleveloped codehich has been introduced in [7]. The
kD _ g i developed code is a nice tool and a relevant way for desgrithie
f2 - o) s(t—mi)s'(t —m)dt time-hopping code.
. Let us now recall the notion of developed code. The integeepre-
'3E D= Ea / s'(t—Ti)s' (t — n)dt] sents the chip number in which the signal has been put ifi‘thizame,
i and belongs to the séb, --- , N. — 1}. We now consider the vector
with s'(t) = ds(t)/dt. ¢; = [€;(0),---,¢&;(Nc — 1)] of sizel x N, described as follows [7]
We hereafter wish to provide closed-form expressionsff6r” . In o 1 ifi=c
[4], the previous term has been assumed to be null as soén7as. ¢;(i) = { 0 otherwise"

This means that they assume the signal echoes are orthayahaver-
lapping do not exist between two paths. The assumption abbjo Obviouslyc; and the so-called developed codgprovides the same
simplifies the derivations, but does not necessary holdatistie sit- information. Instead of providing the number of the occdpsip, the
uation. One can notice that doing such an assumption foem'dg" deVe'Oped code indicates either the Chlp is OCCUpied if éheevis1 or
simple ML-like estimate is justified but the approactaigriori flawed the chip is empty if the value i& Finally we concatenate all the vectors
when the aim is to derive exact CRB and not an approximation. €; into the following1 x Ny N. vectoré = [€o,---,&n,—1]. The
subsection A, we however derive CRB for the non-overlapmiage components o€ are defined as follow$c(j))o<;j<n, ~.. According
since the CRB is not available in the literature even in thisptified to the developed code, one can remark Hfig) can takes the following
configuration. The subsection B introduces the main camidh of form
this paper. Indeed we derive closed-from expression#,%t” even b(t) — HValt— AT
whenk # [. Finally, in section IV, we compare the numerical values ) = ; cg)g(t = iTe).
of both CRB in order to observe the influence of the overlagpiaths =

on the performance. According to the shape of the Fisherrmton
matrix, one can already assert that the Cramer-Rao bounc:gepce
of overlapping is larger that the Cramer-Rao bound in alsehover-
lapping [14] but numerical simulations are necessary fafuating the
gap between both Cramer-Rao bounds.

NjyNe—1

This formulation ofb(t) compared to that given in Eq. (2) is more
advantageous because the information about the status ohip (oc-
cupied or free) is outside(t).

Before going further, we need to decompose the path difterais
follows

0Ty =T — Tt = Qe + €k, (6)

wheregy; is the floor integer part afry ; /7. denoted bynt |67, /T%]

In case of absence of overlapping, the derivations boil dmthose and defined bynt[z] < = < int[z] + 1. Moreoverey, represents
performed for amplitude and symbol timing estimation issutee con-  the remainder. As usually done ([2, 4]), we consider thatthgimum

A. Absence of overlapping

text of linearly modulated signal ([6, 5]). This leads to delaymmax is less thaiV¢ T, the duration of a superframe. This implies
thatgr, € {—NyN., -+, NyN.—1}. By construction, we get, ; €
fOY = MNyEp, (5 [0,T.). The integerg, represents the number of shifted entire chips

between two echoes. For instancedif,,; is positive, the beginning

with of the first chip of the signad(t — 73 ) is coming during they®, chip
By = /g(t)g(t)dt, of the signals(t — 7;). The realey; represents the relative position
of the beginning of both echoes once chip desynchronizizsnbeen
Fy = /g(t)g’(t)dt, corrected. For instance, 4. ; is large, then the beginning of the chip
of the signals(¢ — 7%) is coming at the end of the“h chip of the

_ PN signals(t — ;). This enable us to treat the problem of the overlapping
By = /g (t)g (t)dt. more easily. Indeed our problem is now split into two easiebfems :
Notice that the previous expression (5) holds for DA as wellffa the first one deals with the overlapping due to the shift betwehole
NDA context. One can especially remark that the performatues chips (given byyy,;), and the second one deals with the position (given
not depend on the training sequence in DA scheme. Conségueat DY ¢x.1) inside the considered chips.

get After straightforward algebraic manipulations relying Bg. (1),
we obtain
CRBpa(v:) = MCRBxpa (V1) = No Es M—1 NyNe—1
MN; 2(E1E5 — E?) (k1) _ Z Z

No EL i1,12=0 j1,j2=0
MNy 272 (E\Es — E2)’ Ealrm(0iNs Ty + 65T + 0aA + 674.1)]

CRBDA (Tl) MCRBNDA (Tl)



with 6¢ = 41 — 42, 6 = j1 — j2, da = a;; — ai,, and Eq. (9) enables us to put several comments. Obviously, dicapr
to the expressions @fandD, the number of collisions between shifted
r1(T) = /g(t —7)g(t)dt, chips significantly influences the performance. Howeveseheolli-
sions can be canceled or enforced according to the relatisigign of

, both echoes given by, ; within the chip. As the area occupied by non-
r2(7) = /g(t —7)g (1)dt, null signal inside the chip is very shoff{) compared to the duration of
an entire chip{t), the collision between both occupied chips is often
r3(T) = /g/(t —1)g'(t)dt. null because both signals do not lie in the same area of tipe chi

LetZ; = [Tg,A — Tg], I = [Tg + A,Tc — Tg — A], andZ; =
[Tc + Ty — A, T. — T,] be three intervals. After simple algebraic
M—1 NfNe—1 manipulations, one can proven thatgif; € 71, or if ex; € I, or if
(k) Z Z &(j1)é(j2)Ea[rm(aTe + B)] (7) €kt €Is, for all (k, 1), then we do not encounter any overlapping and
thus results drawn in subsection A hold. Notice that, wherc T,
) ) the above condition for non-overlapping simplifies becant®valszZ,
with the integewx = 0Ny Ne + 07 +qr, and the reabl = 6aA +¢xi-  and7; become empty. One can also remark that if we consigler= 0

As the support of — 7,,,(7) is (=T, Ty), the number of terms in g, ; = 0 (i.e. , we compare the same path dne- 1), then Eq. (9)
Eg. (7) can be strongly reduced. For proving that, we firstiyseder pqiis down to Eq. (5) hopefully.

thatr, — m > 0. The proof for the case. — 7, < 0 can be achieved
in a similar way, and is omitted due to the lack of space. I1l. AVERAGE FISHER INFORMATION MATRIX

The termEa[r. (aTe + 3)] occurring in the sum of Eq. (7) is differ-
entfromOifandonly if -7y < aTc+8 < Tg. AS—A < 8 < A+T,,
we obtain that

By using Eq. (6), we get

i1,i2=0 j1,72=0

In this section, we wish to obtain simplified expressions tfue
termsC,D (resp. A,B) occurring in Eq. (9) by averaging them over
the time-hopping code (resp. symbol sequence).

—2T. < oT. < Te. . ..
@ First of all, assume that the CRB, as well as, the associastwiF

This implies that only the terms corresponding to either 0 or @ = jnformation matrixJ depends on one parameteover which we wish
—1 occur in the sum of Eq. (7). In the sequel, we will derive thente t ayerage the performance. Consequently, it is equivédesterive the

corresponding tax = 0. The term corresponding @ = —1 can be fg|lowing term E.[CRB(x)]. Due to the inversion of the Fisher infor-
treated similarly. For sake of space, we also remove thexitkld).  mation matrix (FIM), the previous term is often intractablherefore
The property = 0 leads to we replace the previous term with the average of the FIMaitig by
5j = —q — 6iN;N.. ®) :tesaigg/(:(r)sion. This operation makes sense since the Jensegjuality

As T, —7 > 0, g is positive and bounded as follows< ¢ < NyN.—
1. By construction, we ggbj| < Ny N. — 1. Gathering both previous
inequality enable us to prove that Eq. (8) holds if and onlgither In the sequel, the right hand side of the above equation wiltdlled

0t =0o0rdi = —1.If & = 0, thenj, = —q+J2. This implies that “modified-type CRB". Obviously this CRB is looser than thediCRB
the term appearing in Eq. (7) for = 0 andd: = 0 writes as follows but the conclusions that we will draw are nevertheless aglev

NylNe—a-1 A. Average over symbol sequence
M > c(4)eG +q) | rm(e). _ .
Averaging over the symbol sequence makes sense in NDA mode

as well as in DA mode. For the NDA mode, the symbol sequence is

Ex[CRB(x)] = Ex[.J(x) '] 2 Ex[J(x)] ",

=0

The casen = 0 anddi = —1 can be obtained thanks to a similatrandom sequence by definition. For the DA mode, it is convertie
procgdure. ' . consider the training sequence as a realization of binaydgisrandom
Finally, by adding the terms obtained far= 0 anda = —1, EQ.  process. Then in order to obtain performance regardleseafdlected
(7) can be simplified as follows training sequence, it is usual to average the CRB over theehfold
, lowed by the training sequence [8]. Unlike [8], we hereaftietain the
(k1) _
Fm = M[C(lg)As +C(lg + 1A ©) modified-type CRB and not the exact average CRB. Then, bottemo
+ D(lgl)B: + D(|g + 1]) B-—1.] (NDA/DA) lead to the same stochastic model for which the seqe is
where i.i.d. with the pdfp(a) given in the Introduction.
N§Ne—g—1 As A. does not depend oa, we only focus on the ternB.. We
Clq) = Z &(i)ed + q) finally obtain that
jzo Bo=sAct A a4
e = T {e —Ae—A —Ae+A-
and - 3 4 1
D(q) = ) ¢(j)é(j + NyNe —q) Notice that, for the NDA scheme, we provide the so-called iffext
J=0 Cramer-Rao Bound [5].
with . .
A = () B. Average over time-hopping code
and As done for the training sequence in previous subsectiofs it
1 Ml usual to assume that each vectgris the realization of i.i.d. ran-
Be =7 > Balrm((ais1 — ai)A +e)]. dom vector whose each component admits the following Bistion
=0

i= p(c) = ((Ne — 1)d(c) + 6(c — 1)) /N.. Consequently the whole vec-
Note that Eq. (9) also holds f@r negative. Besides the notatibt’ tor ¢ is a realization of i.i.d. random vector, and the probapildr its
stands either foi+’ if §7 negative or fof —’ if 57 positive. component(j) to be equal t® is (N. — 1)/N. and to be equal td



is 1/N.. According to such a distribution, we get thty) andD(q) 107 } | MCRS SDelay

satisfy a binomial distribution with the following mean [9]
EelC(g)] = Sz ifq#0 o
Ee[C(0)] = Ny if =0 : |
and _ 10 . : J
Ec[D(q)] = ]gg if g # NyN,. )
Ec[D(N;N.)] = N; if ¢= NsN.. 2
10°F g

IV. SIMULATIONS

In this section, we just evaluate the Cramer-Rao bound Isecae
only focus on the performance of the estimates. In a furtbar-j
nal version, Bit Error Rate (BER) will be computed at the aitpf
standard Rake receiver. Secondly we consider the NonAldesd

(NDA) mode. Therefore the displayed CRB refers to the stethoend- R S U
ified CRB for which the associated FIM has been averaged over t
hopping code sequence as explained in section llI. Figure 2: MCRB() versusit

For each figure, we plot i) the CRB for various model of chagnel
and by taking into account the possible paths overlappimbiigrthe
(simplified) CRB which does not take into account the overiag.

In order to handle all the paths, we sum the Cramer-Rao baund i we now want to know if the situation for which the overlapping

the following way can not be neglected (i.e., for which there exits small gawéen two
L L paths) appears sufficiently often in a realistic model ofeted for dis-
MCRB(v) = % Z MCRB(y,) MCRB(+ % Z MCRB(r turbing notably the performance. Therefore, in the reshisf $ection,

we consider the standard model of Saleh & Valenzuela [10f.sBke
of simplicity, we consider only one cluster : then the diélece be-
The design parameters of the UWB system are chosen as in [18}een two consecutive delays satisfies an exponentiallitin with
T. = 0.9ns,Ty = 0.2877ns,A = 0.15ns, N. = 8, andNy = 4. The parameter\. Finally the amplitudes are obtained as= g e~ ™/7
pulse shape is the second derivative of the Gaussian furjetjo where g is a Gaussian distributed random variable and wheis a
In Figures 1 and 2, we consider an academic context : two pagisnstant. Moreover the paths obey the following normdtisaton-
with amplitudesy; = 1 and~> = 0.5, and with delaysn = 0 and  dition 3", 77 = 1. As done Saleh & Valenzuela ([10]), we put
T2 = 67. The modulus obr is fixed to be less thah.. The SNR and v = 20ns andl/)\ — 5ns. We mspect also the case Where: 5ns and
the number of superframel are equal t@0dB and100 respectively. 1/\ = 0.5ns introduced in Lee ([11]). The number of paths is limited
to 3. The curves are averaged over Monte-Carlo trials for which the
10 ‘ [MCRS : Ampitude . symbols and the paths are modified. Finally, in order to @xhéason-
‘ able performance, we have canceled too close adjacent maththe
Wl , , 1 paths associated with too small magnitude. Thysgf ;| < 1072
, and/or ify; < 1072, thel*® path is dropped.
: ; ‘ In Figures 3 and 4, the Mean-Square Error (MSE) are plotteslige
' Ey/No. The number of superframe is equal &6 = 100. We no-
tice that the performance for Saleh & Valenzuela model igrisgtive
to overlapping. In contrast, there is a gap, for the Lee mdusdause
overlapping can not be neglected. Actually, according eouvilue of
(v, A), Lee model leads to several close paths (e.g., a classipdlega
tween two paths is of orddr.1ns) although for Saleh & Valenzuela
model, the gap between two consecutive paths is much lary&tig-
ures 1 and 2, notice that the overlapping has to be taken aotmuat if
the difference between two paths is of oréens.
In Figures 5 and 6, the MSE is plotted versuswith SNR = 20dB.

-1 -0.8 -0.6 -0.4 -0.2 gapo(ns) 0.2 0.4 0.6 0.8 1 V PERSPECTIVES
In a further journal version, we will extend this work in vauis ways :
Figure 1: MCRB§) versusit i) The nature of multiple access interference should bentakio ac-

count. ii) The Maximum-Likelihood estimator introduced [#] and
performed for a non-overlapping context should be compiredn
As A < T,, we know that there is overlapping dfr belongs to overlapping environment and then compared to the CRB.rig few
[—Tc, —(Te =Ty —A)U[—(Ty+A), Tg+ AJU[Te — Ty — A, T¢] (cf.  works [13], channel estimation is done by using an undersaigWwB
the end of section Il). We observe that the overlapping hasw@enical signal (with respect to Nyquist rate). It should be worthyet@luate
influence for much smaller interval. Actually the overlagpidegrades the loss in performance due to this operation. iv) As done@ADwe
dramatically the performance if the delay gap is less tfigrand so should derive the resolution beyond which distinguish tathp makes
very close td). sense.
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Figure 3: MCRBY(y) versusE; /No Figure 5: MCRB§) versusM
. MCRB : Delay > MCRB : Delay
10° T T T T T T T 10 T T ; T T T T
: O Lee - Absence of overlapping : O Lee - Absence of overlappi(\g
@ Lee - Presence of overlapping : '@ Lee - Presence of overlapping
o9, =0~ Saleh - Absence of overlapping . -0~ Saleh - Absence of over\appmg
10 5o R -~ Saleh - Presence of overlapping 3 -~ Saleh - Presence of overlapping
-
10°F 4
o
.
]
[}
. 3
10°F e -

10 | | | | | | | |
L L L L 0 200 400 600 800 1000 1200 1400 1600 1800 2000

| | | | |
0 5 10 15 20 25 30 35 40 45 50 M (SNR=20d8)
SNR (M=100)

Figure 4: MCRB() versusE}, /Ny Figure 6: MCRB() versusM

[7] C. Le Martret and G.B. Giannakis, “All-digital impulsedio for wireless
REFERENCES cellular systems,IEEE Transactions on Communicationsl. 50, no. 9,

[1] F. Ramirez-Mireles and R.A. Scholtz, “Multiple-accessrformance lim- Pp. 1440-1450, Sep. 2002.
its with time-hopping and pulse-position modulatioimternational Con- [8] O. Besson and P. Stoica, “Training sequence selectinfréguency offset
ference on Acoutics, Speech, and Signal Processing (ICA3S98, pp. estimation in frequency selective channeBigital Signal Processingvol.
529-533. 13, pp. 106-127, 2003.

[2] M.Z.Win and R.A. Scholtz, “Ultra-Wide Bandwidth timespping spread- [9] J-G. ProakisDigital CommunicationsMcGraw Hill, 1989.
spectrum impulse radio for wireless multiple-access comigations,” [10] A.A.M. Saleh and R.A. Valenzuela, “A statistical modet indoor mul-
IEEE Trans. on Communicationgol. 48, no. 4, pp. 679-691, Apr. 2000. tipath propagation,IEEE Journal on Selected Areas in Communications

[3] M.Z.Winand R.A. Scholtz, “On the energy capture of Ultide bandwidth vol. 5, no. 2, pp. 128-137, Feb. 1987.
signals on dense multipath environment&€EE Communications Letters [11] H. Lee, B. Han, Y. Shin and S. Im, “Multipath charactéds of impulse
vol. 2, no. 9, pp. 245-247, Sep. 1998. radio channels,IEEE Vehicular Technology Conference (VT@}. 2487-

2491, 2000.
[4] V. Lottici, A.N. D’Andrea and U. Mengali, “Channel estation for Ultra- o . .
Wideband communications|EEE Journal on Selected Areas in Communi{12] G. Durisi and S. Benedetto, “Performance evaluatioigtPPM UWB
cations vol. 20, no. 9, pp. 1638-1645, Dec. 2002. systems in the presence of multiuser interferentleZE Communications
Letters vol. 7, no. 5, pp. 224-226, May 2003.

[13] J. Kusuma, I. Maravic and M. Vetterli, “Sampling with itia rate of inno-
vation : channel and timing estimation for UWB and GPEEE Interna-
tional Conference on Communications (IC@p. 3540-3544, May 2003.

[6] S.M. Kay, Fundamentals of Statistical Signal Processing : estinmetfee-  [14] B. porat,Digital Processing of random signalBrentice Hall, 1994.
ory, Englewood Cliffs : Prentice-Hall, 1993.

[5] A.N. D’Andrea, U. Mengali and R. Reggiannini, “The moeii Cramer-
Rao bound and its application to synchronisation probl¢éBEE Trans. on
Communicationsvol. 42, no. 2/3/4, pp. 1391-1399, Feb. 1994.



