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Abstract—Carrier frequency offset (CFO) estimation is a key challelge
in wireless systems employing OFDM modulation. Often, CFOstiimation
is carried out using a preamble made of a number, say/, of repetitive-
slots (RS). We here focus on the issue of optimal RS preambleesign
using the Cramér-Rao bound (CRB) averaged over the channel, which
is assumed to be Rayleigh. We show that the optimal value of is
a trade-off between the multipath diversity gain and the nunber of
unknowns to be estimated. In the case of correlated channebhps, we
also show that uniform power loading of the active subcarries is not
optimal (in contrast with the uncorrelated case) and betterpower loading
schemes are proposed. The proposed power loading schemesasist of
allocating more power to activated carriers with higher sigal-to-noise
ratios. Simulation-based performance results of the maxiram likelihood
estimator support the CRB-based theoretical results.

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) has bewe
the standard of choice for wireless LAN’s such as IEEE 802, &hd
is being considered for several IEEE 802.11 and 802.16 atdsd
The popularity of OFDM arises from the balanced transcedgn-
plexity, and the time-frequency granularity that it offekéowever,
synchronization continues to be a critical challenge. Hese focus
on carrier frequency offset (CFO) synchronization, assgnmerfect
frame and timing synchronization.

CFO estimation techniqgues may be classified as time-dom
(pre-FFT) or frequency-domain (post-FFT) techniques. Tateer
are usually used to estimate the integer part of the CFO af
the fractional part has been identified and corrected. Toraain
methods are typically used to estimate the fractional pattieCFO,
although some of these techniques can also estimate trgeirpart
of the CFO. Time-domain methods can be classified into thioae t
exploit the time-diversity provided by the cyclic prefix ésgl] and
references therein), those that ignore the cyclic prefix sty on
pilots or null sub-carriers (NSC) [2]-[5], and blind appcbas that
exploit the non-Gaussianity of the information-bearingnbpls [6]-
[8]. Techniques based on single-carrier clock recovergritlyns are
described in [9].

ain

preamble design using the Cramér-Rao bound (CRB) as aametri
This involves optimizingJ and the power loading. We show that
the optimal value of/ is a trade-off between the multipath diversity
gain (in a sense to be defined later in the paper) and the nuafber
unknowns to be estimated. In the case of uncorrelated chiaps
uniform power loading is optimal. In the case of correlatbdrmel
taps, we show that uniform power loading of the active sufmar
is no longer optimal and better power loading schemes aggopeul.
Notations: Superscript$ and” will denote conjugate transposition
and transposition® [-], J[-], and Tr {-} denote the real part, the
imaginary part, and the trace operators, respectivly. stands for
the statistical expectation.

Il. SIGNAL MODEL AND PRELIMINARIES

The frequency-selective channel is modelled as an FIR filter
with impulse responsé = [ho, ..., h—1]7, and frequency-domain
responsefy, := 31" hie 72™/N I order to analyze the perfor-
mance of CFO estimation, we will assume the following:

(A1) The channel impulse response vedids a zero-mean circularly
symmetric Gaussian vector with covariance maRix = E[hh*].

We assume a standard cyclic prefix (CP) based OFDM system
with CP lengthL., > L — 1. Let v (a real number) denote the CFO

Hecr)rmalized to the subcarrier spacing, i.e., the actualufeaqy offset

IS vAf Hz, whereAf is the subcarrier spacing. In the presence of
CFO and noise, the symbol-rate sampled receive signal dtar, a
removing the CP, be written as

1 j2Tvn j27n
y(n) = \/—Reﬂ /Nlé;(skaeﬂ k/N + w(n) Q)
with n = 0,--- ;N — 1, where N denotes the total number of

subcarriersK is the subset of active subcarriers wikh denoting its
cardinality, sy is the pilot symbol transmitted over thgh subcarrier,
and w(.) is AWGN. We assume that the power of the transmitted

Data-aided CFO estimation in current OFDM systems employsGFDM pilot symbol is fixed and set to one without loss of geligra

preamble made of a number, sdy of repetitive slots (RS) [2]. This
preamble is obtained using one OFDM symbol after deactigail
subcarriers except those whose frequencies are integéplasilof.J.

It has been shown that the RS-based CFO maximum likelihodd (M
estimator is identical to the NSC-based ML estimator in theeace

This implies}", . |sk|” = K.

In line with practical OFDM systems, we design the preambsiedu
for CFO estimation as a single OFDM block made .bfidentical
sub-blocks of lengthM = N/J each, withAl an integer. Such a
pilot OFDM symbol is obtained by deactivating all subcasiehose

of virtual subcarriers [5]. Here, we address the issue of optimafrequencies are not multiple of, i.e, K = {mJ,m=0,--- ,M —
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lvirtual subcarriers are the subcarriers at the edges of theated
frequency band that are deactivated in order to avoid ettenice with adjacent
systems

1} — VSC, where VSC is the set of virtual subcarriers (VSC).
The size ofK satisfiesK < M; equality holds in the absence of
VSC. The case where the preamble is made up of a sequence of
identical OFDM blocks can be treated similarly since, foample,
two identical OFDM symbols can be thought of as two half sylsbo
of a 2N-point OFDM block. In this case, a guard interval is not
needed between the identical blocks.

The RS structure of the preamble allows for a simple estonati
of the CFO thus avoiding the computational complexity of jiiat
CFO-channel estimation. Further, féf < L, the channel cannot be
identified while CFO may still be identified; indeed in thiseahere
would be more unknowns than equations.



Using the RS structure, the received signal can be rewrdten and

withn=m+¢M andm =0,....M —1; £=0,...,.J — 1)

y(m + €M) = a(m) ™7 4 w(im +¢M) | 2

where

a(m) _ ej27r1/m/N (L Skaej%rmk/N) .
If we ignore the dependance afm) uponv, estimating from Eg.
(2) is equivalent to harmonic retrieval in additive noiseimultivari-
ate setup. Indeed, by definigd?) = [y(¢M), -, y(M —1+£M)]*
as the “multivariate” receive signah = [a(0), ...,a(M — 1)]* as
the unknown amplitude vector, ang(¢) = [w({M), -+ ,w(M —
14 ¢M)]T as the “multivariate” additive noise, we obtain

y(¢) = ae +w(), fore=0,---,J—-1 A3)

In [5], the vectora was modelled as an unknow/ x 1)
deterministic parameter vector and the following RS-baded RS-
ML) estimator was derived:

j2mvl)J

J—1
URs = arg max Z R I:T((M)e*jQTrZV/J:I @
=1

wherer(7) is the autocorrelation sequence

N—-7—1

>y myn+ 7).

n=0
It is worth pointing out at this stage that the implementatad the

r(t) =

3
© 272N(1-1/N2)y
is the CRB on the estimation of the frequenay, of a single
exponential, {exp(j2rvn/N), n = 0,--- ,N — 1}, in AWGN
channel with equivalent SNR given by

% EkEK U%{(k)|3k|2

o2
whereco?; (k) = E[|Hx|?]. It is worth pointing out that the average
SNR, 7, depends on the power distribution when the channel taps
are correlated since the; (k)'s are different from each other in this
case.

The parametet,;, captures the variations (or randomness) of the
channel; its distribution is a function @&, J and the power dis-
tribution among the active subcarriers. The functif/) measures
the above-mentioned amplitude uncertainty. The latteratanically
decreases withy. If J = N, f(N) = 1, which is the minimum
uncertainty; in this case the amplitude of the noise-freseived
signal is constant. Note thaf(1) = oo; indeed in this case the
complex amplitude of the noise-free received signal hasepetitive
structure, thusCCRBgrs(v) = oo, i.e., the CFO is non-identifiable
if the preamble has no repetitive structure. However, if N&Ged
estimation is used, then, the CFO could be identifiable efrémere
is no repetitive structure provided that some of the submarmare
deactivated [5]. The CCRB associated with the NSC approach ¢
be found in [4].

CRBrq-awen(v)

(10)

7 :=E[m] =

RS-ML estimator increases with since it requires the estimation of B. Average CRB

J correlation coefficients. This observation may have a rolelay
in the RS-preamble design discussed in Section IV.

Ill. PERFORMANCEANALYSIS

The average CRB (ACRB) is given by

ACRBRgs(v) := E[CCRBgrs(v)] = £f(J)CRBrq-awan (V)
(11)

Here, we analytically assess the performance of the RS-Mik eé/vheref := E[¢] and the expectation is with respect to the channel.

mator using the CRB, which characterize the asymptoticperince Monte-Carlo simulations can be used to_accurately evaltiage
of the ML estimator astimator. We derive the conditional CRE‘CRB. Deriving closed-form expressions ferand thus the ACRB
(conditioned on the channel) and the average (over the elja@RB. does not seem tractable e>.<cept for th.e interesting spmml;dmted
In deriving these bounds, we assume, as in the RS-ML methad, tbelow. Nevertheless, we introduce in the next subsectionplsi
ain Eq. (2) is an arbitrary vector. The unknown parameteroreit  cl0Sed-from expressions approximating the ACRB in the gerease.
then [aZ, a7, v]T wherear = R [a] anda; = 7 [al. ¢ = 00 cases: under assumption (Al), thls” occurs if
J = N (i.e. K = 1) regardless ofL and Ry, i) L = 1
(i.e. flat fading) regardless aof, or iii) rank(Ry) = 1 (i.e. fully

Here, the unknown parameter vector is considered to berdieter correlateq path_s) regardless@f I_n degd in all the above casg, is
- ! S . . . exponentially distributed, which implies th&{1/~,] = co and thus
istic. Sincew(n) is circularly symmetric white Gaussian process

the conditional CRB (CCRB) on CFO estimation is found to te (t ACRBRs(v) = co. Hence, for Rayleigh fading channels, in order

: . . . o for CFO estimation to be consistent, multipath diversitysmoot
proof is straightforward and is omitted here due to pagetdéitidn.) only be available (i.eL > 1 andrank(Ry) >p1) but also gaptured

A. Conditional CRB

1 3 - ‘h di
CCRBrs(v) = — ——>o (5) through the choice of/, which dictates the number of modulated
Yo 2m2N(1-1/J2) subcarriers.
where v, is the conditional (on the channel) signal-to-noise ratio 2 R, = o3I, and K = M: In the absence of virtual
(SNR) subcarriers, i.e X = M, uniform power loading (i.e|sx|> =
e pex [ HiPlsk|? e L k € K)is optimum. In this casey, can be written as
M= = ©) = o2 UL S LEE/KT 2 where e = 0

The CCRB is useful to predict the performance of CFO estmmatiif ¢ > L. If K > L, [20°/oj]ys is a chi-square variable with
for a particular channel. Notice that Eq. (5) is an extensibiEq. 2(L — 1) + 2 degrees of freedom. I < L and L/K an integer,
(18) in [2] which was valid only for AWGN channel. [202/(c2(L/K))]ys is a chi-square variable witB(K — 1) + 2

It is instructive to rewrite the CCRB as follows degrees of freedom. The mean for an inverse-chi-squareomand
variable withn (n > 2) degrees of freedom is equal 1g(n — 2),

CCORBRs(v) = &nf (J)CRBeq-awan(v) Q) Consequentl¥ is found to be
where _ L
$ = MK =1L = D max(1, LK) (12)
&= Elml/m ®) i , max(Z,
£ 1-1/N? ©) where K > L or K < L but with L/K an integer. The above

1—1/J2 expression is interesting because it explicitly shows theaict of



multipath diversity on CFO estimation throughin(X — 1, L — 1) Lemma does not depend on the off-diagonal elementR gf, the
which can be interpreted as the multipath diversity ordgtwad by derivations, not shown here because of page limitationpased on
activating the subcarriers . The result on multipath diversity can the diagonalization of the Toeplitz matriR,;, using DFT matrices.
be better illustrated by the cumulative distribution fuont(CDF) of Therefore the following corollary can be deduced

the CCRB which is obtained &s Cordllary 1: If K is large,E[1/~,] may be well approximated by
D 2
k
Pr{CCRB(v) < ¢} = /0y L (13) E {i] ~ Ko® - ke ZH( b —— (s
i=0 il(2z) Th (ZkeK UH(k)pk) = 2rex o (F)py,
where D = min(K — 1,L — 1) and with py, = |s|? for k € K.

v emax(1,L/K)
2Lf(J)CRBEQ,AWGN (U)
Eqg. (13) shows the exponential dependence of the CDF of tHeBCC
with respect to the multipath diversity order.
It is worth pointing out that whed. > 1 and K > L, the ACRB ) .
gets close to the (RS-based) CRB obtained in the case of AwciN Power loading design

(14) IV. REPETITIVE-SLOT PILOT DESIGN

This section gives guidelines on how to chookand the power
distribution among the active subcarriers.

channel3. Here, the number of activated subcarriers and their positare
In the general case where none of the above scenarios oeaairs fixed, i.e., K (therefore.J) is fixed. In the literature, the symbols
propose the following approximation for the ACRB. {sk, k € K} are always set to have the same magnitude whatever

the channel statistics. In the case of correlated scattetiireoretical
analysis (presented below) and simulations results (pteden next
section) show that the uniform power loading is not optinhal[13],

We have thaty, is a weighted sum of central chi-square distripnower loading for CFO estimation was proposed but the channe
bution of two degrees of freedom. If the number of componémts regjization was assumed to be known at the receiver and at the

the sum is large (i.eK large or.J small compared taV), then it ransmitter, so the power loading was channel-dependeerie,Hhe
is well known ([11], [12] and references therein) that itstdbution  hower |oading is channel statistic dependent.

C. ACRB approximations

can be well approximated by a_central Gamma distribufert) First, note that the sequenégy, := |sx|?, k € K} that minimizes
with standard paramete(s:, b2) given by the CCRB of v under the constraint of constant transmit power,
b2 > rex P = K, is channel dependent. In the rather unrealistic case
b1> bo—1 —bit kek . .
pc(t) = m € 1i>0 where the channel is known at the transmitter and where CCRB

) ~_optimzation makes sense, the optimal design{far, k£ € K} would
and such that the mean (resp. variance) of a Gamma dis@ibuthe to assign the entire transmit power to the subcarrier athwii/; |
b2/b1 (resp.bz/b}) satisfy is maximum. In this case, only one subcarrier is active, aadwsuld

ba/by = E[y], b2/b2 = E[(yn — 7). have a con.stant signgl envelope and maximym signal-t@ naitio
at the receiver. For this scenario to be practical, the oblahas to
After straightforward but tedious algebraic manipulagipwe obtain be (quasi) time-invariant and known at the transmitter evtle CFO

that may vary with time. Next, we focus on the more practical cabene
2 Tr(RuP) the channel is unknown at the transmitter.
by = Ko Tr(RzPRyP) (15) Since the channel is unknown at the transmitter, an altemat
1 measure of performance is required to solve our design @nmobin
b = b Ko? Tr(RuP). (16) [10], the worst-case channel CRB was used to derive the aptim

where Ry = [pr (m,n)] with pz(m,n) := E[H} H,] and statistics of the training sequence in the context of sicgleier
P is a diagonal matrix cgﬁﬁgﬂésed s |2 N G.K} men systems. For our problem, the worst-case channel CRB isseftiu
o ' ince it is equal to infinity whenk’ < L. This is obtained when

When~,, is assumed to be Gamma distributed, the expectation %f . ) . .
Tk P all L zeros of the channel coincide with the activated subcatrier

1 is given byb; /(b2 — 1). We thus can deduce the next lemma;
/zgmmg 1 0f .)fl(lis/(laige \)Ne have This is a direct consequence of the loss of multipath ditersi
' ' cyclic-prefixed systems.
E [_] ~ Ko2 Tr(ReP) 17) Therefore, we assume a statistical model for the channehand
Vh (Tr(RuP))2 — Tr(RuP)?)’ concentrate on the ACRB. Unfortunately, no general cldsea
In Eq. (17), only the term T(RxP)?) depends on the off- expression is available for the ACRB. Although the ACRB can b
diagonall term’s of matrix®. In ouIr{ simulation study, we have estimated empirically, its numerical minimization withspect to the

observed that neglecting the off-diagonal componenR gfmodifies K-d;]mensmnetll pararPeter Sgp(’;’tk € Hf} IS prohltl:))ltlvef5|'\r;|c?mforc
only very slightly the value of the ACRB. Further, in the cagleere each parameter vector candidaté, a fargeé number of Morrie-La

K = N/J = L and the channel taps have equal powers but mgyﬂulatlons are required to accurately estimate the ACRB.

be correlated, we have shown analytically that the exprassi the Recalll that. n the case of uncorrelated channgl tap;, umifor
power is optimal in the absence of VSCs and simulations have

2The cumulative distribution function of an inverse Chi-agei prob- Shown that it is negrly pptimal When. VSCs are present. We can
ability density function with n degrees of freedom is given by now use the approximation provided in subsection IlI-C tbilei
F(;@/Z 1/(22))/T'(n/2). relevant power loading in the case of correlated channe. t9me

In the case of AWGN channel, the performance of the RS-bagéd C -gn prove quite easily (by evaluating the Hessian matrix @sd

estimate is optimum whew = N. ChoosingJ < N simplifies the ML s P . .
algorithm at the expense of reduced performance, whichastified by f(J). positivity) that optimizing the ACRB approximated by Eq8jXiven

Indeed, the RS-based CRB for in the case of AWGN channels can bein Corollary 1 with respect to power loading boils down to anzex
expressed a®CRBgrs awan (V) = f(J)CRBrq—_awen (V). optimization problem. In the next Theorem, we obtain the grow




loading {px, k € K} subject to)_, ., px = K that minimizes Eq. ~ The CCRB leads to a channel-dependent optimal valug ahd is
(18). Consequently the obtained power loading will be r@htvas therefore not useful because the channel is unknown ataheritter.
soon askK is large enough. Theorem 1 is proved in the Appendix.Hence we resort to the ACRB. We first study the case wiketels

Theorem 1. Let N,, be the set of the, largero (k) and let proportional to the identity matrix, before studying themngeneral
1 ) cases of uncorrelated channel taps (but with differentawaes), and
an = = > 1ok (k) correlated channel taps. First, it is worth pointing outt tifathe
kENn channel taps are uncorrelated, uniform power loading isT@tin
Bn = 1 Z 1ot (k) the absence of VSc, and is nearly optimal in their presemcevhiat
T enn follows, we ignore the effects of VSCs.
1) Ry, = o2I: As mentioned above, uniform power loading is
— — 2 h
Un = nan + v/ ?(ﬁn a”). optimal in this case. Eq. (12) can be rewritten as
n—
The optimal power loading minimizing Eq. (18) is €= M
2 )+ min(L, K) — 1
K (pn =1/ (F)) (19) whereL/K is assumed an integer whén < L. This implies that if

PEZ52%)  n(unan — fa) pec an In e9er: .

e " we capture full multipath diversity, i.dS > L (i.e. J < N/L), then
and n must satisfycard(k | 1/0% (k) < pn) = n wherecard ¢ = L/(L — 1), which is independent of. As CRBrq-awan (V)
denotes the cardinality operator. is independent off in this subsubsection and #§.J) decreases with
This power allocation gives greater importance to the feegies .J, the value forJ that minimizes the ACRB in Eqg. (11) necessarily
associated with high channel variance, i.e., that are goaVérage. satisfies/ > N/L. Further, in this case, the ACRB monotonically
If a carrier is not good enough, it is not used. Such a powelecreases witll, which confirms that multipath diversity improves
allocation achieves a compromise between the average SMR #me accuracy of CFO estimation. K < L but L/K is an integer,
multipath diversity gain. Keep in mind that this allocatiomkes ¢ = N/(N — J), which increases witl/, whereasf(J) decreases
sense when the Gamma distribution approximation holds,efyam with J. The value ofJ that minimizes the ACRB in Eqg. (11) can be
whenJ is small enough. Finally, if the channel statistics are wwkm,  obtained by finding/ that minimizesf(J)/(N — J). To get a close
then distributing the transmit power uniformly across thbcarriers form expression for this value, we repladeby a continuous-valued
k € K, seems adequate. variable, sayu. The value ofy that minimizesf(u)/(N — p) is

obtained by solving a third order equation and is found to be

B. Design of J

Using the RS-based method, identifiability of the CFO in the i/N—I— \/N? + L + i/N — 4/ N2+ 1 ~ V2N (20)
acquisition range—.J/2, J/2] is guaranteed ify;, # 0. This implies 2 2
that identifiability is lost ifJ = 1 and H, = 0, Vk € K. Setting Hence, by combining thé{ > L and K < L cases, we take the
J =1 (i.e. all subcarriers are modulated) offers maximum mattip optimal value ofJ to be the integer from the set of possible values
diversity gain but this also maximizes the amplitude uraiaty Of J that is the closest td
and thus makes the CFO unidentifiable because there would be N 3
more unknown parameters to estimate than equétighsiecessary Ho = max <_’ 2N>
and sufficient condition for identifiabilityegardless of the channel
realization is, providedh is not the null vector, given by

(21)

2) Ry = diag (07(0), - ,0%(L —1)): Again uniform power
distribution is optimal in this case. However, we do not hare
J>2 and K>1L exact closed-form expression for the ACRB in this case. \Wethse

. approximation in Lemma 1 which leads, after some derivatida
The second part of the above condition guarantees that ethem w

all (L —1) channel zeros coincide with activated subcarrigrs 0 Tr (229:01 Rgf))z
would hold. For example, i. = N/4 — 1 and in the absence of x|l - ——— 7 (22)
VSC, strict identifiability of the CFO is guaranteed only fgr= (Tr(Rx))?
2 and J = 4. However, since the channel impulse respohsés )

where Q = 1 if K = N/J > L and Q =

a continuous-valued random vector, the probability of tidiedility ; ) o
loss whenK < L — 1 is zero. Therefore, we only focus on theL/(N/‘g) (integer) if N/J < L, and Ry
estimation performance when deriving the optimal valueJ of diag (07, (iN/J +m), m =0,--- ,N/J —1), =0, Q=1
Because the channel is random, with= N (i.e., K = 1) Note that¢ depends onJ. The value ofJ that minimizes the ACRB
the multipath diversity is of order one. Thus, a deep fadehat t¢an then be easily obtained using the above expression atd th
single active subcarrier would cause a very low SNR, thusimgak for f(J). However, unlike in the previous case, we do not have a
CFO estimation very difficult. Simultaneous deep fades akrsd closed-form solution as in eq. (21). It is also worth poigtivut that
subcarriers are less likely than a fade at one subcarridtinge the optimal value forJ in this case reduces to that in eq. (21) if the
J =1 (i.e. all subcarriers are modulated) offers maximum mattip uncorrelated channel taps have equal powers. _
diversity gain but this also maximizes the amplitude urgiaty and ~ 3) Correlated channel taps: In this case, we can only design an-
thus makes the CFO unidentifiable as mentioned above. Teref al¥tically J using numerical evaluation of the approximate ACRB in
there must be a trade-off between these two phenomena. Sonagk Lemma 1, with power loading given in Theorem 1. Obtainingcesed

about.J design associated with the BLUE estimator is available ifp'm expression similar to that in eq. (21) does not seentahie.
[14]. Numerical evaluations and simulations show that the smiuiin eq.

(21) is also appropriate for the general case of correlatatioa
4Since the transmitted symbols are known andhgs are parameterized unequal power channel taps.
by L coefficients only, the CFO can still be identifiable even whah
subcarriers are modulated & 1). However, this will require joint channel  Since N is a power of two in practical OFDM systemd, is required to
and CFO estimation which complicates the CFO estimatioorkgn. be a power of two in order to obtaift equal length slots.



V. SIMULATION RESULTS APPENDIX

We consider an OFDM pilot symbol with a total @f = 64 Proof of Theorem 1
subcarriers and no virtual subcarriers. We assume the ehdaan  Minimizing Eq. (18) is equivalent to minimizing its oppasit
be static over the OFDM pilot symbol. The channel coeffigeste inverse. Therefore we focus on the following optimizatiawtgem
assumed Rayleigh with exponential power delay profile, withay (which is still convex)
parameterq, i.e., o7, := E[|h|?] = ce”**, and covariance matrix 4 9

i R li—3jl i ; . 2pou(k)pk 2
given by [Ry]i ; = on,on,p"" 7! wherep € [0,1) is the correlation min SE—To=E =N "o (k)ps
factor. The scaling factor: is chosen such thafr {R,} = 1. prel 3 oy (k)pe 5
Th(_e emplrlca_l mean square errors (MSE) of the CFO _estlmf_rtes @ubject 03, pr = K and —px < 0 for all k € K.
estimated using 10,000 Monte-Carlo runs. The SNR is defireed a
1/02 and is, unless stated otherwise, set to 10dB. . )

i i oy (k
First, we consider the case of uncorrelated and equally pmve 0 > o (k)pk _ Zﬂz(k)pk I CZpk _ chk.
k k

The Lagrangian function can be then written as

channel taps, i.e2 = 0 anda = 1. Figure 1 displays the exact ACRB AT

(evaluated using Monte-Carlo simulations) verslsfor different i . ) )
values ofJ. The results validate our theoretical finding of the optima*PPIYing the KKT conditions (which correspond to set pdrtia
value forJ in eq. (21). Indeed, as predicted, optimal performance %erlvatlve ofL with respect to eachy, to zero), after straightforward

obtained withJ = N/L except wherl, = 32 for which the optimal PUt tedious algebraic manipulations, leads to

value isJ = 4 since it is the closest possible value .bfto ¥/128. _ K Lo (kN 23
In what follows, we setl, = 16 and o« = 2. Figure 2 shows the Pe = 2 N, (o — By (= 1/ (k) (23)

ACRB and MSE of the RS-ML estimate versusfor p = 0.5 when S pen, (1 — 1/0% (K))?

the uniform and proposed power loading schemes are emplbiged 2u = £ 5 + Z (n—1/cF (k)

that the empirical MSE of RS-ML is in agreement with the ACRB. Ywen, (b= 1/og (k) ke,

Consequently, our approach of optimizing the training glesising
the ACRB is well justified. One can also observe that, altiob@sed
on approximations, the proposed power loading schemesiderov

whereN, = {k | 1/0% (k) < p}.
Last equation can be re-written as follows

improvement in estimation performance. The theoreticallis on (INu| — 1)M2 — 2|N | + (|Nu|0‘i +8,)=0
the design ofJ, presented above, predict that the optimal value for . .
J is four, which is in agreement with the result in Figure 2. Solving this second-order equation leads to
Figure 3 illustrates the ACRB and the_MSE of RS-ML es_tlmate auN |+ \/@
for the uniform and proposed power loading schemes vessuith =T

. ; : : Nul—1
J = 4. We first observe that the MSE associated with uniform power an

loading increases witlp because the multipath coding gain of thevhere

channel decreases with Recall that wherp = 1, the taps are fully op = |Nu|ai = BulNu| + Bu
correlated and the ACRB and the average MSE thus becometénfin
Figure 3 also shows that the proposed power loading signtfica
outperforms the uniform power loading when the channel tes
highly correlated. Moreover when channel statistics arenknand
judiciously used at the transmitter, the correlation beesra benefit
as long asR,, remains full-rank. apNul + /By — INu[(By — a2)

In Figure 4, we plot the ACRB and the MSE of the RS-ML = N. -1 (24)
estimator vgrsus.thg S’.\IR fqr the.Whlte power dlsmbEtIOH dne One can finally remark that the saf, is entirely characterized by
power loading distribution given in Theorem 1 fof = 4 and . . .

_ R its cardinal|N,|. By denotingn = |N,|, Egs. (23) and (24) can be
p = 0.5. For the same estimation performance, the proposed power " ;
distribution provides a 5dB gain in terms of SNR over the Whitre-wntten as in Theorem 1.
training. Notice also the threshold for the outlier effectawer when

bue to its convexity property, the KKT conditions admit atsol
tion and sod, > 0 is necessarly satisfied. One can prove that
p = (au|Nu| — /6,.)/(IN.| — 1) leads to negativey, which is
absurd. Consequently, we get
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Fig. 4. ACRB and MSE of RS-ML versus SNR for different traigpischemes
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