IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 17, NO. 7, JULY 2007 907

Optimal Motion Estimation for Wavelet Motion Compensated Video Coding

Marco Cagnazzo, Filippo Castaldo, Thomas André, Marc Antonini, and Michel Barlaud, Fellow, IEEE

Abstract—Wavelet-based coding is emerging as a promising
framework for efficient and scalable compression of video. Nev-
ertheless, a number of basic tools currently employed in this field
have been conceived for hybrid block-based transform coding.
This is the case of motion estimation, which generally aims to
minimize the energy or the absolute sum of prediction error.
However, as wavelet video coders do not employ predictive coding,
this is no longer an optimal approach. In this paper we study the
problem of the theoretical optimal criterion for wavelet-based
video coders, using coding gain as merit figure. A simple solution
has been found for a peculiar but useful class of temporal filters.
Experiments confirm that the optimally estimated vectors increase
the coding gain as well as the performance of a complete video
coder, but at the cost of an augmented complexity.

Index Terms—Motion-compensated (MC) lifting schemes, MC
wavelet transform, motion estimation (ME), wavelet video coding.

1. INTRODUCTION

OTION compensation (MC) is of crucial importance in
M order to obtain good performances in video compression
[1], be it the classical hybrid coding [2] or one of the newer
wavelet-based algorithms [3], and then a good motion estima-
tion (ME) is equally very important. Usually, the criterion for
ME is the minimization of some function of the prediction error
(i.e., the difference between current and predicted frame), as
the squared sum (energy) or the absolute sum of the prediction
error. This approach is justified as far as hybrid coding is con-
cerned, but in the case of a wavelet video coder, a deeper anal-
ysis is needed since we are no longer coding the prediction error
but the transform coefficients. More precisely, in the so-called
t+ 2d coding paradigm [3]-[7], the input signal is filtered along
the temporal axis following objects trajectories as to reduce the
correlation and concentrate the energy into a few coefficients.
Then, a further spatial filtering is performed, usually with the
9/7 Daubechies filters [8]. The resulting 3-D-transform coeffi-
cients are then encoded with a suitable algorithm. Of course,
nothing assures that a ME algorithm which is based on predic-
tion error, will give the best performances in this case as well.

The need of an optimal approach to ME for a video coder
based on wavelet transform (WT) was early recognized by Choi
and Woods [4]. They asserted that while for hybrid coders the
objective of ME is to minimize the mean squared prediction
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error, for MC temporal WT this should be changed to maxi-
mization of the coding gain (CG). They claimed that, as the filter
they used along temporal direction is orthogonal (Haar), the CG
is expressed as the ratio between arithmetic and geometric mean
of subband variances, and the maximum CG is nearly achieved
by minimizing the energy (variance) of the temporal high fre-
quency subband, since the variance of the temporal low fre-
quency subband is relatively constant. Using the Haar filter for
temporal analysis, the temporal high frequency subband is just
a scaled version of the prediction error signal. Thus, the mini-
mization of mean-square error (MSE) turns to be nearly optimal
in their case.

However, some new temporal lifting schemes (LS) [9] have
been recently proposed for WT video coding, and they seem
to have quite better performances than Haar’s. These filters are
mainly the (2,2) LS [6], [7] (corresponding to the 5/3 filter)
and the (2,0) LS [10], [11] (corresponding to the 1/3 filter). For
these cases, and in the general case as well, there is no reason
to assume a priori that prediction error-related criteria are the
best solution for ME. This has been recognized in [12], where
a generic criterion based on high frequency subband content is
proposed. In that work the focus is specifically on the (2,2) LS,
and on implementation complexity issues. Their experimental
results confirm that an ad hoc designed estimator can improve
the performances of MC WT video coders. In this work instead,
we primarily look for a theoretical justification of the ME cri-
terion, considering the optimality issue for a generic temporal
filter, and taking into account the problem of multiple decom-
position levels. Then we propose an estimator for the (2,0) filter
which is optimal in this framework. The gain in performances
and some complexity issues are considered as well.

The paper is organized as follows. In Section II we intro-
duce a suitable definition of CG for nonorthogonal WT-based
coding, which is used to define an optimal estimator. With such
a definition of CG, Section III depicts a new criterion for ME,
valid in the general case, and states the problems related to its
computation. Further developments for the special (2,0) case are
shown in Section IV, where we derive the optimal criterion for
this filter. Experimental results are reported in Section V. Sec-
tion VI concludes the paper, summarizing the main results and
outlining future work.

II. CODING GAIN FOR BIORTHOGONAL WT

CGis aquantitative efficiency measure for a given transforma-
tion. Itis defined [13] as the ratio between the distortion resulting
from quantization of the input signal (or PCM distortion, Dpcyp)
and the minimum distortion achievable with transform coding
(or transform coding distortion Dy ). For orthogonal subband
coding, in the high resolution hypothesis, this turns out to be the
ratio between arithmetic and geometric mean of subband vari-
ances. We want a suitable expression for this quantity in the case
of generic spatiotemporal wavelet decomposition as well.
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After L levels of WT, the input signal is subdivided into M
subbands. We will consider in the following only biorthogonal
filters for WT. For this kind of wavelet basis, Usevitch [14]
showed that reconstruction MSE is related to subband MSE:
Drc = Ef\il a;w; D;

Now, in [13] it is shown that, under the hypothesis of high
resolution, D; = H;02272% where b; is the number of bits
per sample for encoding the ith subband, o2 is its variance,
and H; is the so-called shape factor, which depends only on
the shape of ith band probability density function (pdf), f;:
H; = (1/12){[* (01 fi(oia)] /3dx) .

Asymptotically, the lowest transform coding distortion can be
found by solving a constrained minimization problem. We have
to minimize

M
DTC = Z ai’u}iH,‘UiZZ_Zbi
i=1

under the constraint: Ef\il N;b; = B where B is the avail-
able bit budget (in bits). The coding gain can be computed as
CG = Dpcm/D?, where D% is the solution of this con-
strained minimization problem.

Defining b = B/N in bits per pixel (bpp), Wenm = [, (w!?),
Henv = [1;(H), p* = [1;[(02)*] respectively, it can be
shown [15], [16] that

Do = WanHeanp?2™? (1)
and

H Ai a,;wq;aiz
CG = iz GWio; @
Hem TT.Z, (wio?)™

i

where H is the shape factor of input (nontransformed) data.
In the hﬁothesis of Gaussian signal, H; = H and then

Hegy = HZ+i % = H. Tt is known that if each subband has the
same number of coefficients (a; = 1/M Vi € {1,2,...,M}),
and if orthogonal filters are employed (w;, = 1 Vi €
{1,2,..., M}), the coding gain can be expressed as the ratio
of the arithmetic and geometric means of subband variances:
this result, reported in [13] is valid only for orthogonal subband
coding. Equation (2) extends it to the more general case of arbi-
trary wavelet decomposition with nonorthogonal filters. In this
case we can read Ef\il a;(w;o?) as a a;-weighted arithmetic
mean of normalized variances wicr?, where the normalization
accounts for nonisometry of the wavelet transform. Likewise,
we can interpret Hi\il (w;o?)" as a “weighted” geometric
mean (by the same weights a;) of the normalized variances.

However, we are interested in deriving a criterion which al-
lows to find motion vectors (MVs) maximizing the CG. As MVs
do not affect Dpcyi, we can switch our attention to the quan-
tity D}.: the optimal ME criterion should then minimize this
quantity as expressed in (1).

III. GENERIC OPTIMAL CRITERION

When we consider the minimum transform coding distor-
tion D7, we should refer to three-dimensional (i.e., spatiotem-
poral) SBs. Actually we will consider only temporal SBs since
some earlier studies on this problem showed that considering
spatiotemporal instead of temporal SBs gives little or no gain

N/j\\/ N \\i/\
i i

Vo

-

Fig. 1. Scheme of a two-levels temporal decomposition with the (2,2) LS. In
this case V(1) and V' (2) are needed to compute h(?).

[4]. Moreover we make the hypothesis that varying MVs does
not affect too much shapes of subband pdf, so that the only term
depending on MVs in (1) is p?, that is the weighted geometric
mean of temporal subband variances.

Unfortunately, in the general case, the minimization of p2 is
not an easy task because MVs computed for a generic decom-
position affect all subsequent levels of WT transform. Let us
define a few notations in order to gain insight about this depen-
dence. We use v, (p) to refer to the MV accounting for the
displacement that the pixel p in frame % will have in frame &’.
The kth frame of the input sequence is referred to as 4 (p). We
indicate with {(!) and AV the first level low (L) and high fre-
quency (H) temporal subband sequences, with a possible sub-
script to indicate a specific frame, and an argument to indicate
the pixel position. Likewise, I(9) and k(") are the low and high
frequency subband produced by the ith level decomposition. We
consider L levels of dyadic temporal decomposition, resulting
in M = L + 1 temporal subbands AV, A3 . pE) (L)
and we indicate with V(1) the set of all MVs needed to com-
pute the first temporal decomposition {I(V), A1)} from the input
sequence, and with V() the set of vectors needed to compute
{10 hY from 10—V These vectors are shown in Fig. 1 for
the case of (2,2) LS with two levels of temporal decomposition.
We see that in this case V(1) is made up of vectors vj_,;41 and
Vi+1—k forall k, while V(2 ig constituted by vectors v 2k4-2
and vag42-,9f for all k. It is clear that in order to compute hL®
from input, we need not only V(?), but also V(1) as I(!) depends
on this set of vectors.

In order to compute a single level of temporal decomposition
in the case of a (N, M) LS, N vectors per frame are required
for the high frequency subband and M vectors per frame for the
low frequency subband. In order to compute 1) from the input
sequence, we need all the vectors from previous decomposition
levels {V(), V) . V@) This means that the optimization
of V(") must take into account the influence of this MV set on all
subsequent temporal subbands. In other words, we cannot simply
choose V() such that o2 is minimized, but we should jointly op-
timize all level MV's in order to minimize p2. This problem is dif-
ficultto approach analytically and extremely demanding in terms
of computational complexity. However, it is possible to simplify
it remarkably with a suitable choice of temporal filters. In partic-
ular, we consider the class of (IV, 0) LS. In this case, the low pass
output of WT is just the temporally subsampled input sequence,
which does not depend on MVs. Another crucial consequence is
that the +th high frequency subband is computed directly from
the input sequence, independently from other SBs. Anexampleis
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Fig. 2. Scheme of a two-levels temporal decomposition with the (2,0) LS. In
this case, we need only V' (?) to compute 7(?) as it is obtained directly from z
independently from k(1)

shown in Fig. 2 for the (2,0) LS and two level of temporal decom-
position. We see that we can compute h(?) directly from the input
sequence and from the vectors V(2. For a higher number of de-
composition levels, as we compute 2% from [(*~1) which in turn
is just the input sequence under sampled by a factor 2, this sub-
band depends only on V) instead of all the V(D V() . v (®)
for the (N, M) case. This means also that all the subband vari-
ances are actually independent from one another and that they
can be minimized separately. In other words, each V() can be
optimized separately providing that it minimizes the sth high
frequency SB variance.

IV. DEVELOPING THE CRITERION FOR THE (N, 0) CASE

When (NN, 0) LS are employed, MVs optimization can be car-
ried out independently for each decomposition level. For this
reason, we will refer from now on to the first one, and will drop
the superscript from A(") and from V' for the sake of sim-
plicity. For higher decomposition levels, the same development
is still valid, except that a suitably subsampled version of the
input sequence should be considered.

Further analytical developments are possible if we refer to a
specific (N, 0) LS as the (2,0). Let us recall the equation for this
special case

hi(P) = Z2k+1(P)
— % [Z2r (P + V2r+1—2k(P))
+ook12 (P + Vars1-2k12(P))]
Ik(p) = z21(P)-

Therefore, for this LS the vector set to optimize is

V = {Vort1—2k, Vort1—2k42 ) pen

As hj. depends on both Vo121 and Vo 1-,2k+2, and only
on them, these vectors have to be jointly minimized. Without
losing generality, we will refer from now on to the optimization
of a vector couple, instead of the whole set V. By introducing
the backward and forward MVs, By = vi_r_1 and F}, =
Vi—k+1, We can rewrite the equations of the high frequency
subband as follows:

hu(B) = w2051() = 5 o2k (B + Fos (b))
+z2r+2 (P + Bart+1(p))] -

TABLE I
ESTIMATED VECTOR ENTROPY, kbps

Sequence Precision | | SAD | SSD | New
full-pixel 66.3 69.1 66.9

foreman half-pixel 84.8 89.5 84.3
quarter-pixel 102.6 | 106.6 | 103.5

full-pixel 5.37 6.10 5.33

akiyo half-pixel 10.1 11.4 10.1
quarter-pixel 18.0 20.6 20.4

TABLE II

CODING GAIN FOR DIFFERENT ME TECHNIQUES

Sequence Precision | | SAD | SSD | New
foreman full-pixel 8.59 9.00 | 10.17
half-pixel 9.66 | 10.67 | 1141

quarter-pixel 9.94 | 10.70 | 11.84

akiyo full-pixel 57.8 59.4 71.6
half-pixel 642 | 66.6 77.6

quarter-pixel 66.0 68.5 79.2

The optimal couple Bj, , ;, F5; , ; is the one minimizing the
variance of hy. Since it has zero mean, this is equivalent to min-
imizing the energy of Ay, indicated with £(hy).

E{hi(p)}.

min

* * _ .
(BZk-l—la F2k+1) = arg
Boky1,F2k+1

We elaborate the expression of hy

hi.(P) = Z2k41(P) — % [zar (P + Fort1(P))

+2ok+2 (P + Bar+1(p))]
1

=3 [T2k41(P) — T2k (P + Fory1(P))
+22141(P) — Tar42 (P + Bors1(P))]
= %(EF +€R)

where ep[ep]| is the forward [backward] motion-compensated
prediction error. This means that the optimal trajectory mini-
mizes the energy of the sum of these errors. Moreover

S(GB + EF) = S(GB) —i—g(ép) + 2(EB,€F>

where (-, -) denotes the inner product (correlation) between two
images. In conclusion
min  [E(eg)+E(er)+2(ep, eF)].
Bak41,F2k41

3

Equation (3) defines the ME criterion that we propose in this
paper. We can compare it to the usual MSE-based criterion.
When this latter is used, we independently minimize & (eg) and
&(er), so we probably attain a low value of (e +e€p). This ex-
plains why MSE-based ME criteria often perform well with WT
video coders. However, they do not necessarily achieve the min-
imum of criterion (3) as the mixed term is not taken into account.
This term grows larger when the two error images are more sim-
ilar, meaning that the optimal backward and forward vectors are

* *
By, Fopyr = arg
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Fig. 3. RD comparison among ME techniques for the “akiyo” sequence. (Left) full-pixel, (center) half-pixel and (right) quarter-pixel precision.
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Fig. 4. RD comparison among ME techniques for the “foreman” sequence: (Left) full-pixel, (center) half-pixel and (right) quarter-pixel precision.

not independent: they should produce error images as different
as possible, being not enough to minimize error images ener-
gies. In other words, regions affected by a positive backward
error should have a negative forward error and viceversa.

V. EXPERIMENTAL RESULTS

In a first experiment we use the ME criterion (3) in order to
find MV in two test sequences, foreman and akiyo. We com-
pare the resulting MVs to what we obtain by using common
ME criterion such as the sum of absolute differences (SAD) or
the sum of squared differences (SSD). We use a block-based
motion estimator for these ME criteria with the following set-
tings: the block size is 16 x 16 pixels; the maximum displace-
ment is +12 pixels; the ME precision is full-pixel, half-pixel or
quarter-pixel, with bilinear interpolation in the latter cases. The
complexity not being an issue in this work, a 4-D full search of
the best vector couple is performed for the proposed technique.
In order to have a fair comparison, the same search strategy is
employed in the case of SAD and SSD as well. The MVs ob-
tained by using the different criteria are then compared. First of
all, we take a measure of their encoding cost by computing the
zero order entropy. Results are shown in Table I. We see that,
for both the sequences the proposed technique produces MVs
with a relatively small entropy. Anyway, the estimated coding
costs are quite close to one another, with SAD criterion usually
better than the SSD as it is more robust to outliers. From this first
experiment, we conclude that the proposed method does not re-
markably change the encoding cost of estimated vectors.

Once assessed the cost figure by the zero-order entropy, we
turn to the merit figure, represented by the coding gain. The

results of this experiments are shown in Table II. We see that
our method achieves consistently the best coding gain for both
test sequences and for all the precisions.

The results summarized in Tables I and II are very general
since they do not depend on subsequent encoding steps. They
suggest that the proposed technique can produce better MVs
than classical methods, and at comparable costs. Nevertheless,
in order to clearly assess the benefits of the proposed method,
we must compare the global effect in a complete video codec.
These results are less general than the previous ones, as they
depend on the coding technique, but they are interesting as they
shed light on the possible benefits of the proposed ME crite-
rion. The video coder used for our experiments first performs
a dyadic MC WT temporal filtering with three decomposition
levels, then a dyadic 9/7 wavelet transform on four levels in the
spatial domain, followed by a SPIHT [17] encoding of the re-
sulting coefficients. This encoder is quite similar to the one pro-
posed in [18], except that we use the motion-compensated (2,0)
lifting scheme [11], [19].

We encode the test sequences with this encoder, using the dif-
ferent MVs. The experimental results shown in Figs. 3 and 4
prove that the proposed criterion provides the best global perfor-
mances for all the test cases. More precisely, we see that the gain
is not very large for the slow-motion akiyo sequence (up to 0.2
dB) while we achieve up to 0.5 dB of peak signal-to-noise ratio
(PSNR) improvement for foreman. We conclude that optimal
ME is not as critical for a sequence with little motion content as
for more complex sequences. We also remark that the proposed
criterion has a larger gain at higher bit-rates, i.e., where the high
resolution hypothesis (which is at the basis of our estimator) is
more reliable. However, as it can be seen from Fig. 5, even at
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Fig. 5. RD comparison at low bit-rates. Top: “akiyo.” Bottom: “foreman.”

quite low bit-rates the proposed method is superior to the clas-
sical ones but the difference is smaller. In this figure we report
only the results for full pixel precision, which proved to be the
best choice at rates below 250 kbps.

Finally, we considered the possibility to use the proposed
algorithm even for different temporal filter, like the common
(2,2) LS. In other words, we repeated the previous experiment
but we changed the temporal filter. Actually, in [12] authors
already showed that a criterion which minimizes the high fre-
quency subband variances, can improve the RD performance of
a (2,2)-based video encoder, even if they used a low-complexity
approximation of this criterion. Our test confirmed the perfor-
mance increases in this case as well.

The optimal technique is far more complex than the classical
ones, since it needs the joint estimation of backward and forward
vectors, with a quadratic complexity with respect to the number
of test vectors. This prevents the use of the proposed criterion in
software-only real-time applications. Faster, suboptimal search
strategies such as those proposed in [12] can be envisaged in
order to reduce its complexity, but a complete analysis of the
complexity-performance tradeoff for the proposed method is be-
yond the scope of this paper.

VI. CONCLUSION

In this paper, we dealt with the problem of optimal ME for WT
video coding. We showed that, by using the coding gain as merit
figure, we can define an optimal ME criterion which can be used
when the temporal filter is the (2,0) LS. Moreover, our analytical
development justifies the good performances of classical ME
methods, as they are characterized by a ME criterion very similar

to the optimal one. Experiments show a consistent increase of
coding gain with respect to classical methods, with a negligible
variation of coding cost. This results in a significant improvement
of overall performances when this technique is integrated into a
complete WT video encoder. Moreover, the proposed criterion
can be effectively used even for the common (2,2) lifting scheme.

On the other hand, the proposed method has a remarkable
complexity, which means that in order to use it for real time ap-
plication, suboptimal low-complexity search strategies must be
considered. Future works will explore the performance tradeoff
related to a low-complexity search strategies. Moreover, we in-
tend to study whether an optimal criterion can be found for the
more common (2,2) LS and what the advantages could be in this
case.
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