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Abstract—Side information construction in Wyner-Ziv video
coding is a sensible task which strongly influences the final rate-
distortion performance of the scheme. This side information is
usually generated through an interpolation of the previous and
next images. Some of the zones of a scene however, such as
the occlusions, cannot be estimated with other frames. In this
paper we propose to avoid this problem by sending some hash
information for these unpredictable zones of the image. The
resulting algorithm is described and tested here. The obtained
results show the advantages of using localized hash information
for the high error zones in distributed video coding.

I. INTRODUCTION

Distributed video coding (DVC) is a promising paradigm

which presents numerous applications. This way of coding

allows to shift the coding complexity from the encoder to the

decoder, which is an important feature for low power systems

such as cell phones, video surveillance or sensor networks. In

[1], Slepian and Wolf proved that two correlated sources can

be independently encoded without affecting the transmission

performance, assuming that they are jointly decoded. Wyner

and Ziv [2] extended this result to lossy compression such as

video coding, where inter-frame correlation can be exploited

at the decoder only, without reducing the reconstructed visual

quality or increasing the transmission rate.

Two main solutions have been proposed for DVC, thirty years

after the theoretical theorems: the PRISM [3] and the Stanford

[4] schemes. We adopt here the second approach, which

consists in splitting the video sequence into two sets of frames:

the key frames (KFs) and the Wyner-Ziv frames (WZFs).

The KFs are transmitted using an intra codec (H.264 in this

scheme) and are used at the decoder to compute an estimation

of the WZFs, called side information (SI). At the encoder

side, the WZFs are first transformed (DCT) then quantized

and finally turbo-encoded. Only parity information is sent for

correcting the SI at the decoder side. Finally, an inverse DCT

is applied, at the decoder, on the resulting coefficients.
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Side information quality has a strong impact on the final rate-

distortion performance. In order to improve the SI quality at

the decoder, a solution proposed by Aaron et al. [5] and by

Ascenso et al [6] consists in transmitting a sample of Wyner-

Ziv frame information in order to enhance the interpolation

precision. The two existing solutions are quite different but

propose similar approaches. They both consist in transmitting

hash information to the decoder for the Wyner-Ziv decoding

efficiency improvement. Hash information is related to the

original frame; for example, in [6] the bands are quantized

and some of them are transmitted (a number which allows to

attain a fixed energy). In both approaches, not all the blocks

are transmitted. They are selected by thresholding the mean

square of the difference with the previous frame at the encoder.

At the end, around 10 − 15% of the blocks are selected.

This hash information is used to improve the side information

extraction when the hash is available (extrapolation in [5]

and interpolation in [6]) and to help the turbo-decoding [5].

However, the decision to send hash information or not for each

block is performed at the encoder side and using interframe

information. Therefore, the paradigm of intraframe encoding

is somewhat violated, as stated in [5].

Yaacoub et al. also proposed a hash-based scheme [7], [8],

[9]. They use a genetic algorithm (GA) to merge several WZ

estimations available at the decoder, where the hash informa-

tion is used to estimate the quality of candidate solutions. In

their previous work, they studied the side information quality

aspects without precisely dealing with the rate parameter.

In this paper, we propose a new adaptive hash-based side

information generation algorithm, where a GA-based fusion

is applied only for the blocks that are supposed to be badly

estimated with the classical interpolation. The proposed work

also considers the rate cost of sending the hash information.

In Sec. II, we introduce the general structure of the proposed

algorithm and describe each of its operational blocks with an

important zoom on the genetic algorithm. Then, in Sec. III,

we present several experiments which validate the benefits

of our technique, by a comparison of the proposed hash-

based algorithm w.r.t. the reference scheme in terms of side
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information quality and rate-distortion performance.

II. PROPOSED ALGORITHM

The algorithm presented here proposes to improve the side

information quality using some hash information sent by the

encoder to perform a genetic algorithm based fusion. The

general structure is presented in Sec. II-A, and then a zoom

on the hash information coding and the genetic algorithm are

proposed respectively in Sec. II-B and Sec. II-C.

A. General structure

The general structure of the proposed system is presented in

Fig. 1. The method consists in firstly generating a classical side

information (as in DISCOVER [10]) and secondly, for each

badly-estimated block, requests some hash information from

the encoder so that a hash-based side information estimation

can be performed at the decoder side. Therefore, unlike the

previous works [6] and [5], the intraframe encoding paradigm

is preserved here, since the decision on the need of sending

hash information is done at the receiver, instead of threshold-

ing the difference between the two reference (key) frames. The

different steps of our algorithm are described in more details

in the following.

Fig. 1. General structure of the hash-based side information generation
algorithm

• SI construction - The interpolation algorithm used at

this step is the DISCOVER method. It consists of a

(a) SI error (b) hash blocks sent

Fig. 2. Foreman 2%

block-based motion estimation between the two reference

frames. The obtained motion vectors are split obtaining

one bidirectional field which is refined two times by a

bidirectional motion estimation, and which is finally me-

dian filtered. The obtained SI is divided into several 4×4

blocks, bSI
k , and each block is processed independently

by the subsequent operations of the algorithm.

• SI quality - For each block, the distortion of the side

information is estimated. The technique used for this

purpose is the mean square of the difference between

the two motion-compensated reference frames. This block

distortion is denoted by Dk. We can see in Fig. 2 that

the selected blocks are taken from a zone which contains

high errors. In other words, the SI quality estimation is

quite efficient.

• Thresholding - The Dk value is thresholded by a T

value which is calculated depending on the percentage of

hash blocks sent to the decoder. If the distortion is lower

than T , the side information is considered good enough,

such that it can be directly turbo-decoded. Otherwise,

bSI
k is assumed to be a bad estimation of the original

WZ frame, and therefore an Hash SI construction is

performed.

• Hash SI construction - At this step, the side information

is re-estimated thanks to some hash information transmit-

ted at a rate of rH
k . First, several estimations are gener-

ated: the average, the DISCOVER interpolation, a simple

Motion-Compensated Interpolation (MCI) [11] and the

Hash-based MCI (HMCI) [7]. Then, the GA algorithm is

performed in order to build the fusion of these candidates.

The computed hash-based side information bHSI
k depends

on the rate rH
k .

• Block assembling consists in constructing the entire side

information by assembling the blocks estimated with

(bHSI
k ) or without (bSI

k ) the hash information. The final

side information (FSI) is then turbo-decoded.

B. Hash information generation

The block size is fixed to 4×4, the same as the DCT block

size of the Wyner Ziv frame coding. In the following, we

describe how each hash block (a vector of 16 coefficients, one

per band) is encoded. Based on the fact that some information

regarding the WZ frame (as the dynamic range of the bands)

is available at the decoder (transmitted for the Slepian-Wolf

decoding), we decide to perform uniform quantization of the
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hash information, similar to the quantization performed for

WZFs encoding (with a dead zone for the AC coefficients).

The number of quantization levels is specified by a quantiza-

tion matrix, showing the number of levels per band for eight

rate-distortion points (from low to high bit rate). The matrix

[10] is presented in Tab. I.

TABLE I
WZ AND HASH QUANTIZATION MATRIX

band 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

QI 1 16 8 8 0 0 0 0 0 0 0 0 0 0 0 0 0

QI 2 32 8 8 0 0 0 0 0 0 0 0 0 0 0 0 0
QI 3 32 8 8 4 4 4 0 0 0 0 0 0 0 0 0 0

QI 4 32 16 16 8 8 8 4 4 4 4 0 0 0 0 0 0

QI 5 32 16 16 8 8 8 4 4 4 4 4 4 4 0 0 0

QI 6 64 16 16 8 8 8 8 8 8 8 4 4 4 4 4 0

QI 7 64 32 32 16 16 16 8 8 8 8 4 4 4 4 4 0

QI 8 128 64 64 32 32 32 16 16 16 16 8 8 8 4 4 0

After the quantization process, the hash is converted into

bitplanes and transmitted to the decoder. The corresponding

rate is given by the sum of the logarithm of the non-zero

bands levels at a chosen line of the quantization matrix.

C. Genetic algorithm

Based on the principles of evolution and natural genetics,

Genetic Algorithms (GAs) [12] are well suited for non-linear

optimization problems. In this paper, the use of a GA in a

fusion-based approach aims at improving the quality of the

side information relying on several initial estimations.

The GA operates at the block level. Initially, for a given block

in the WZ frame, each of the co-located blocks in the available

SI candidate frames represents a possible solution. A candidate

solution is referred to as a chromosome, which consists of a

sequence of pixels (genes)) arranged in a matrix to form a

block. A population is a set of chromosomes in the solution

space. The similarity between a given chromosome and the

corresponding block in the WZ frame represents its fitness

score, which is evaluated as the inverse of the mean-square-

error between the received hash word and a local hash word

extracted from the candidate block.

A flowchart diagram of the GA is shown in Fig 3. An initial

population is first generated by duplicating each candidate

block a number of times proportional to its fitness, until the

desired population size Sp is reached. The chromosomes are

then randomly shuffled and arranged into pairs. Each pair

(parent chromosomes) undergoes a vertical crossover [7], [8],

[9] followed by an horizontal crossover to yield a couple of

child chromosomes (called offsprings). Each of the crossover

operations occurs with a probability Pc. In order to extend the

solution space and reduce the possibility of falling into local

optima, a mutation is performed on offsprings by randomly

selecting a gene and inverting one of its bits. Mutation usually

has a very low probability of occurrence Pm [13]. The fitness

of the resulting chromosomes is then evaluated and a number

Sf ≤ Sp of the most fit chromosomes is selected, while the

others are deleted to make room for new ones. The surviving

chromosomes are then duplicated a number of times propor-

tional to their fitness and the whole procedure is repeated until

the maximum number Imax of iterations is reached. Finally,

the fittest chromosome is chosen as the best candidate to be

used as side information for decoding the colocated block in

the WZ frame. As for the GA parameters, the following set

was determined experimentally after intensive simulations: Sp

= 60, Sf = 40, Imax = 10, Pc = 0.8, Pm = 0.01.

Fig. 3. Flowchart diagram of the genetic algorithm.

III. EXPERIMENTAL RESULTS

The results presented here have been obtained with three

CIF (352×288) test sequences: foreman, mobile, football, for

a GOP (Group Of Pictures) size of 2.

A. First results

In this section, we present the first results obtained for

the proposed algorithm. These preliminary results have

the purpose to set the best parameter values (especially

the percentage of hash information to be sent, and the

quantization index used for its transmission). For this reason,

a set of experiments have been run on the three test video

sequences. The quantity of hash information transmitted can

vary due to two parameters: the number of blocks which

require a hash side information refinement (measured in %)

and the quantization level (given as a QI parameter, see

Tab. I). We run several experiments in order to adopt the best

configuration. We tested all of the couples (%, QI) in the

set {2%, 5%} × {QI 1,QI 2,QI 4,QI 6}. In these tests we

measured the rate, rH (due to the hash transmission), and the

PSNR (the quality in dB) of the hash SI. Then we performed

the turbo decoding of these obtained hash SI and measured

for each couple the number of transmitted parity bits, and the
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Fig. 4. Tests for several parameters settings (foreman, 352 × 288): percentage of hash information sent from 2% to 5%, and QI from 1 to 6. The best
configuration is (2% — QI 4).

quality of the final decoded WZ frame.

Fig. 4 presents the results obtained for foreman (average

PSNR depending on the average rate of either the hash bits or

the parity bits) at a quantization step for the key frames of 31.

The different couples of points represent the rate-distortion

values respectively for the hash side informations and for

the final turbo decoded WZ frames. Note that the final turbo

decoded rate is the addition of the hash rate and the required

parity bits.

What is noticeable in Fig. 4 and was confirmed for all

sequences is that the best couple is a percentage of 2% with

a quantization of QI = 4. That means that the hash sent has

to be quite precise but its rate is quite low.

Our preliminary results also show that the genetic algorithm,

in spite of its complexity, brings a real interest compared

to a simple direct hash-based fusion or inverse DCT of the

received hash. In the next section, we test the performances

of the proposed hash algorithm and compare the obtained rate-

distortion results to the DISCOVER reference scheme.

B. Rate-distortion results

The rate-distortion curves are shown in Fig. 5 for the three

CIF sequences. It can be observed that, at high bitrates, the

performance of the hash-based scheme is always better than

the reference. This is explained by the fact that at these

rates, the hash rate is low compared to the rate of the parity

information sent for turbo-decoding. On the contrary, at low

bitrates, the hash rate becomes too high and the performance of

the hash-based scheme is degraded for foreman and mobile.

To measure the general gain, we use the Bjontegard metric

[14]. Though for mobile the average gain is almost zero,

for foreman and football, the gains are interesting. Indeed,

the decoded quality is improved by 0.14dB for foreman and

0.19dB for football. Moreover, the rate reduction is around

−2.7% for foreman and −3.0% for football. As was noticed

in [7], [8], [9], it is expected that the GA fusion approach

will yield even higher performance gains in the case of video

sequences presenting more complex scenes (containing parts

with different levels of motion).

IV. CONCLUSION

In this paper, we presented a hash-based side information

enhancement technique for distributed video coding. Hash

information is sent for a selection of blocks where the known

interpolation techniques fail to yield a good estimation. A

genetic algorithm is used to exploit hash information and select

the best solution among a plethora of combinations of several

candidate blocks. Simulation results show interesting gains in

terms of rate-distortion performance. Finally, we are currently

investigating the extension of the current study to multi-view

video and to incorporate larger GOP sizes.
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