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ABSTRACT

A key step in distributed video coding is the generation of the
side information (SI)i.e. the estimation of the Wyner-Ziv frame
(WZF). This step is also frequently called image interpolation.
State-of-the-art techniques perform a motion estimation between
adjacent key frames (KFs) and linear interpolation in orderto as-
sess object positions in the WZF, and then the SI is produced by
motion compensating the KFs. However the uniform motion model
underlying this approach is not always able to produce a satisfying
estimation of the motion, which can result in a low SI quality.

In this paper we propose a new method for the generation of SI,
based on higher order motion interpolation. We use more thantwo
KFs to estimate the position of the current WZF block, which allows
us to correctly estimate more complex motion (such as, for example,
uniform accelerated motion). We performed a number of testsfor
the fine tuning of the parameters of the method. Our experiments
show that the new interpolation technique has a small computational
cost increase with respect to state of the art, but provides remarkably
better performance with up to 0.5 dB of PSNR improvement in SI
quality. Moreover the proposed method performs consistently well
for several GOP sizes.

Index Terms— Distributed video coding, image interpolation

1. INTRODUCTION

In recent years, distributed video coding (DVC) has raised aconsid-
erable amount of interest, since it promises to be the enabling tech-
nology for several extremely interesting applications. The most in-
triguing aspect of DVC is that it should allow a distributed (i.e.sepa-
rated) encoding of correlated signals with the same compression effi-
ciency as centralized (i.e. joint) compression. This means that many
simple and cheap devices (e.g.wireless sensors) can do the same job
of a single, complex centralized encoder, provided that joint decod-
ing is possible. In fact, DVC allows to displace the complexity from
the encoder to the decoder without loosing performances.

Even though the theoretical bases of DVC are well-known since
long time [1, 2], practical implementation has only recently broken
through. However, compression performances are still quite far from
theoretical bounds. For these reasons, DVC lasts as one of the most
attracting research issues in the field of digital video processing.

We consider a very popular frameworks for DVC, proposed by
Aaron et al. [3] (see Fig. 1). The input sequence is split into key
frames (KF) and Wyner-Ziv frames (WZF). KFs and WZFs are seen
as different but correlated sources, and are coded independently the
one from the other. In particular, the KFs are generally coded with a
still image technique, such as JPEG2000, or the INTRA mode ofany
video coder, and they are used at the decoder to generate an estima-
tion of the WZFs. This operation is performed by the image interpo-
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Fig. 1. DVC framework considered in this paper [3]

lation box shown in Fig. 1. The result, called side information (SI)
is then corrected thanks to the information coming from the encod-
ing of WZFs carried out by means of (possibly) a discrete transform
(DCT or DWT), a quantizer, and a channel encoder (LDPC or turbo-
coder). The coder sends only the parity bits, and at the receiver side
a channel decoder corrects the unavoidable errors of SI as they were
channel errors induced by noise. The turbo decoder uses a feedback
channel to set the rate of parity bits.

In this framework, the compression performances are strongly
influenced by the quality of the image interpolation step. Several
methods have been proposed in literature, as those using block
matching (BM) motion estimation (ME) and compensation [4].A
very popular image interpolation scheme is the one proposedwithin
the DISCOVER coder [5], which has become a popular reference.
Recently, methods based on differential motion estimation[6, 7]
have proved to be very effective in improving the image interpola-
tion, improving the PSNR between SI and original WZFs, and also
the end-to-end RD performance of the distributed video coder. These
results prove the importance of obtaining a reliable representation
of object motion in order to perform a correct image interpolation.
With the present paper we continue in this direction, but we explore
another tool which can achieve an even better motion description.

Generally, the current SI is obtained by motion compensation of
the adjacent KFs. The key point is to find the motion vectors relating
these KFs to the current frame. In previous works (in particular in
[5, 6, 7]) this movement is estimated using only the same adjacent
KFs. In this paper we introduce the idea of using a larger set of
KFs in order to estimate this motion. Then, by means of higher
order interpolation, we find the vector to be used in order to perform
the motion compensation. The tests that we have performed show
some remarkable improvement in SI quality, with little increment of
computational cost.

The rest of the paper is organized as follows. A brief recall about
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the DISCOVER interpolation method is given in Section 2. In this
section we show that this technique is equivalent to a linearmotion
interpolation between object positions in the previous andfollow-
ing KFs. In Section 3 we introduce the novel image interpolation
method, that mainly amounts to a higher order interpolationfor ob-
ject positions. Experimental results are reported in Section 4, while
conclusions and perspectives of this work are drawn in Section 5.

2. DISCOVER AND IMAGE INTERPOLATION

The DISCOVER paradigm [5] is one of the most popular in DVC.
Conceptually, its operation mode is depicted by the genericDVC
encoder shown in Fig. 1. In particular, the KFs are coded using the
Intra mode of H.264 with an assigned quantization step QP. Asfar
as WZFs are concerned, they are first transformed using DCT, then
quantized. The resulting coefficients are turbo-encoded, and only
parity bits are sent to the decoder, where they are used to correct the
side information. Of course, the better is the SI, the fewer parity
bits are needed in order to achieve a certain quality for the recon-
structed image. Therefore, the image interpolation step inFig. 1 is
of paramount importance. Moreover we remark that we can modify
the image interpolator without affecting the encoder.

Before describing the proposed interpolation method, we illus-
trate the one used by DISCOVER, which is summarized in Fig. 2.
Let Ik be the current WZF. The SI is an estimation ofIk produced
by using the adjacent KFs, let them beIk−1 andIk+1

1. The KFs
are first spatially filtered in order to smooth out noise and higher fre-
quency contributions. Then, a classical block-matching motion algo-
rithm algorithm is used to find a forward motion vector field (MVF)
between imagesIk−1 andIk+1. A further bidirectional ME is per-
formed in order to find the movement between the current WZF and
the KFs. This process is detailed in Fig. 3: let us consider a block of
pixels centred in the positionp2. We callv the MVF fromIk+1 to
Ik−1, u the one fromIk to Ik−1, andw that fromIk to Ik+1. The
motion vector produced by the forward motion estimation is there-
forev(p2) and it points to the positionp2 + v(p2) in the previous
KF. The basic idea is that motion is linear betweenIk+1 andIk−1,
so one might assume thatu(p2 + 1

2
v(p2)) = 1

2
v(p2). However, in

order to avoid gaps and overlaps in the motion compensated image,
we need to estimateu(p2). We use for this position the vector pass-
ing closest to the block center. In the example in Fig. 3 this isv(p3),
since‖p2−q3‖ < ‖p2−q2‖, where we definedqi = pi+

1
2
v(pi).

In summary, the DISCOVER algorithm shall choose in this case:

u(p2) =
1

2
v(p3) w(p2) = −

1

2
v(p3) (1)

Finally, DISCOVER allows a further processing of the MVFs
u andw: first, a refinement around the position found in Eq. (1),

1We are supposing that KFs are every second frame of the video.How-
ever, all the methods described in the following can be trivially extended to
the cases of sparser KFs,i.e. larger GOP sizes.
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Fig. 3. Bidirectional motion estimation in DISCOVER. Green solid
arrows: results of forward ME. Black dashed arrows: resultsof bidi-
rectional ME for the block centred inp2.

is possible. Finally, a weighted median filter is run over theMVFs
in order to regularize them. However these latter steps are mainly
a refinement of the linear interpolation, which largely affects the re-
sulting performances. The vectors computed in this way are used
for compensating the KFs, and the average of the resulting motion
compensated KFs constitutes the side information.

3. PROPOSED METHOD

The algorithm for image interpolation in DISCOVER is quite effec-
tive but can be improved in several ways. In this paper we propose
a different technique for the motion estimation. As shown inthe
previous section, DISCOVER performs a linear interpolation for de-
ducing the object position in the missing WZFs. This is equivalent
to assume a uniform motion model (no acceleration of objects) in
the whole period between the two KFs. However, whenever the mo-
tion in the video deviates from this model we risk to end up with
an unsatisfactory motion estimation. So, the idea at the basis of this
paper is to perform a higher order interpolation of object positions,
in order to be able to take into account more complex motion models
(e.g.constant acceleration, non-linear trajectories, and so on).

We describe the proposed method along with an example shown
in Fig. 4. It consists in three steps: a further block matching to
find the positions of the current block in imagesIk−3 andIk+3; the
interpolation of the block positions; and finally the adjustment of the
vectors in the center of the block.

Let us consider a block of the current WZF (which of course
is not available at the decoder), centred on the pixelp. The DIS-
COVER algorithm provides us with the blocks centred inp + u(p)

[resp. inp + w(p)] in the imageIk−1 [resp. Ik+1]. Let B
p+u(p)
k−1

[resp.Bp+w(p)
k+1 ] be this block of pixels. Now we want to refine the

movement of this block by taking into account the imagesIk+3 and
Ik−3. Therefore, we start by looking for the position that the block
B

p+u(p)
k−1 will have in Ik−3, by using a regularized block-matching

search,i.e. the vectorũ such that the following functional is mini-
mized:

J(ũ) =
∑

q

∣∣∣Bp+u(p)
k−1 (q) − B

p+ũ

k−3 (q)
∣∣∣
n

+ λ‖ũ − 3u‖ (2)
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Fig. 4. Proposed interpolation method for motion estimation.

The regularization term penalizes too large deviations from the linear
model: withλ → ∞ the proposed algorithm becomes equivalent to
DISCOVER. The sum of absolute differences (SAD) or the sum of
squared differences (SSD) can be used in this criterion simply by
settingn = 1 or n = 2 respectively. Likewise, we can find the
vectorw̃ allowing to match the blockBp+w(p)

k+1 with another block
in Ik+3.

The second step of the proposed algorithm consists in interpo-
lating the positions of the current block in the four images.In other
words we interpolate a vector function with the valuesp+ ũ, p+u,
p+w andp+ w̃ respectively at instantsk− 3, k− 1, k +1, k +3,
in order to find its value at instantk, be it p̂. We used a piecewise
cubic Hermite interpolation to find the position. As a consequence,
the interpolated motion vectors areu(p)+p−p̂ andw(p)+p−p̂.
These vectors are shown in dark red in Fig. 4.

The last step consists simply in choosing the interpolated trajec-
tory passing closest to the block center and in assigning theassoci-
ated vector to the positionp, just as in DISCOVER. The difference
is that the trajectory is interpolated using four points instead of two.
With respect to Fig. 4, the new vectors, shown in green, are:

û(p) = u(p) + p − p̂, ŵ(p) = w(p) + p − p̂. (3)

We observe that the proposed method can be used as well for
distributed multiview video coding, where the KFs can be images
taken at the same time by different cameras. In this case, ouralgo-
rithm can be applied without changes in the hypothesis of equally
spaced cameras, and small changes in the general case.

4. EXPERIMENTAL RESULTS

Several experiments have been carried out in order to tune and vali-
date the proposed method. In a first set of tests, we tuned the algo-
rithm parameters for different configurations. In a second one, we
compared the proposed method with the reference one in termsof
quality of side information. Finally we implemented the proposed
method within a modified version of DISCOVER in order to evalu-
ate the impact on the end-to-end coding performance.

ballet book arrival
Precision Lossless QP=31 Lossless QP=31
Full pixel 0.318 0.277 0.210 0.211
Half pixel 0.319 0.274 0.199 0.215
Quarter pixel 0.320 0.269 0.169 0.185

Table 1. ∆PSNR [dB] with respect to DISCOVER. SAD criterion,
λ = 0

We performed both interpolation along the temporal axis and
along the views (for multiview videos). The KFs are coded with
H.264 in INTRA mode for different QP, and also in lossless mode,
in order to have a more complete analysis. We evaluate perfor-
mances by computing the PSNR of the SI with respect to the original
WZF, and by comparing it to the PSNR achieved by the original al-
gorithm DISCOVER. The test sequences areballet, book arrival,
breakdancerandjungle(multiview, non-rectified videos).

4.1. Parameter tuning

In a first set of experiments, we compared SAD and SSD as metrics
in the criterion (2) used for the search ofũ andw̃. We do not report
results for the sake of brevity, but in all our tests the quality of SI
resulting from the two metrics was very close, with slight advantage
for SAD, which moreover is computationally lighter. For this reason,
in the following experiments we consider only SAD.

In a second set of tests, we considered full, half, and quarter
pixel precisions for the search of̃u and w̃ with the criterion in
Eq. (2). We report some results in Tab. 1. In this case we used SAD
criterion andλ = 0, however similar results have been obtained for
other values ofλ and for other sequences. We first observe that, even
before optimizingλ, the proposed method has a non negligible gain
with respect to the state of the art. As far as precision is concerned,
we conclude that it is not worth going beyond half pixel, so wekeep
this value in the following.

The last set of experiments for parameter tuning has been de-
voted to theλ parameter. We considered 10 values between 0 and
100 and we found that the optimal value depends on the KF distance:



GOP size 2 4 8
λopt 50 20 0

Table 2. Value ofλopt for different GOP sizes

QP book arrival ballet jungle breakdancer

GOP size = 2
lossless 0.356 0.460 0.165 0.055
31 0.326 0.348 0.150 0.053
34 0.291 0.313 0.139 0.054
37 0.252 0.238 0.123 0.049
40 0.204 0.204 0.101 0.044

GOP size = 4
lossless 0.523 0.301 0.387 0.133
31 0.471 0.290 0.369 0.127
34 0.464 0.270 0.360 0.121
37 0.422 0.236 0.341 0.116
40 0.392 0.202 0.314 0.104

GOP size = 8
lossless 0.226 0.060 0.037 0.036
31 0.234 0.045 0.028 0.041
34 0.230 0.045 0.010 0.032
37 0.230 0.033 0.000 0.028
40 0.198 0.027 0.000 0.025

Table 3. ∆PSNR [dB] for temporal interpolation

λopt decreases when the KFs are farther apart. This is reasonable
since in this case we must allow larger vector deviations to take into
account the movement. The optimal values are summarized in Table
2. These values have been obtained maximizing the average PSNR
over all the sequences and at all the QPs. Even if we do not report
all the results, we observe that using the best value can improve SI
quality up to0.15 dB with respect to the trivial caseλ = 0.

4.2. Image interpolation performance

We used the optimal configuration found in the previous section and
we compared the SI quality with DISCOVER. Results for temporal
interpolation are summarized in Tab. 3. We observe that the pro-
posed method allows remarkable gains in side information quality,
up to more than0.5 dB. We also notice that the highest gains are
for a GOP size equal to 4. In fact, when KF are very close (GOP
size = 2), linear interpolation is not very bad, so our gains are a little
smaller, while when they are too far apart, any interpolation method
would have a difficult task.

We also performed image interpolation in the view direction.
Results are shown in Tab. 4. We observe that the improvement is
reduced with respect to the case of temporal interpolation,since the
higher order interpolation better models non-linear trajectories rather
than disparity of non-rectified videos. Yet, the gain is not negligible,
since we registered improvements up to0.25 dB.

Finally, we performed a complete end-to-end coding of video
sequences with the DVC coder shown in Fig. 1. The rate-distortion
performances, computed with the Bjontegaard metric [8], are shown
in Tab. 5. We note that we obtain a rate reduction with respectto
DISCOVER up to -3.33% and the improvements in received quality
are up to 0.15 dB.

5. CONCLUSIONS AND FUTURE WORK

In this work we presented a new method for image interpolation in
DVC. It is based on the idea the motion can be better estimatedif

QP book arrival ballet jungle breakdancer
lossless 0.250 0.054 0.035 0.093
31 0.230 0.050 0.032 0.092
34 0.220 0.046 0.031 0.091
37 0.223 0.036 0.031 0.092
40 0.207 0.021 0.029 0.085

Table 4. ∆PSNR [dB] for disparity estimation (views not aligned)

book arrival ballet jungle breakdancer

GOP size = 2
∆R (%) -3.218 -0.878 -1.929 -1.904
∆PSNR [dB] 0.141 0.044 0.076 0.076

GOP size = 4
∆R (%) -2.637 -1.072 -1.989 -2.257
∆PSNR [dB] 0.116 0.054 0.078 0.093

GOP size = 8
∆R (%) -3.333 -1.073 -1.953 -1.323
∆PSNR [dB] 0.054 0.150 0.077 0.059

Table 5. Rate-distortion performance comparison between DIS-
COVER and the proposed method, obtained with the Bjontegaard
metric [8] in time domain

more than two images are considered and if higher order interpola-
tion of object positions is used to compensate the current KF. This
method requires a mild increase in computational complexity, but, on
the other hand, it assures a good precision in retrieving theobject po-
sition. The first experimental results are encouraging: interpolation
quality (measured as PSNR of SI with respect to the original WZF)
is improved up to 0.52 dB in the most favorable cases. Moreover,
using the proposed technique in a complete DVC system reduces the
coding rate up to3.3%. The good results push us in continuing the
analysis of higher order interpolation in DVC. In particular we in-
tend to analyze the combination of this technique with differential
motion estimation [6, 7].
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