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Abstract. This paper introduces a new criterion function to be used by feature selection algorithms based on
fuzzy distances. Experiments using the introduced criterion function applied to the problem of face recognition
are described.

Methodology Description. In this work, we investigate
the problem of performing person recognition using eye im-
ages through PCA and feature selection. In the present ap-
proach, the training set is composed by eigeneyes extracted
from a public face database. Feature selection is carried
out by the the sequential floating search method proposed
in [1], which attempts to maximize a given criterion func-
tion. We propose here a new criterion function, based on
a tolerance-based distance, extending the one proposed in
[2] to more than two classes. The basic idea is to fuzzify
the training set and to maximize the distance between the
fuzzy sets corresponding to each class of the training set.
The fuzzification function is inversely proportional to the
distance to the prototype of each class, the prototype being
defined as the centroid of each crisp class :
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where x is a pattern, �!(x) is the membership function of
that pattern to the set !, p! represents the prototype of the
cluster !, d(�) is the Euclidean distance. The interpretation
behind this function is that it represents typicality: the more
typical a pattern, the higher the membership value.

The criterion function f�
p (�) is then defined as:
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where f�
x
(�1; �2; � � � ; �c) is a function that evaluates a local

measurement of separability between all the patterns from
all the classes in the feature space.

Experiments and Results. We performed experiments
to evaluate the results with respect to the variation of the
parameters of the criterion function and the classifier, ob-
taining promising results. The experiments have been per-
formed using eye images. We used a subset of the Uni-
versity of Bern face image database, containing images of

29 individuals, 6 gray level images per person with varia-
tions in the orientation of the faces. In our experiments, we
applied the aforementioned feature selection method to the
eigeneyes obtained from the training data. We have selected
an increasing number of features to compose the feature
vectors, with dimensions varying from 1 to 10 considering
a total set of features composed by the first 15 eigeneyes
of each face in the database because, according to the lit-
erature on face recognition, it is a reasonable number for
PCA applications. The obtained results have shown that the
single prototype-based approach performed best, and better
than the First Eigeneyes in many situations.

Ongoing work aiming at improving our technique in-
cludes exploring a new strategy consisting in dividing each
class in k parts and representing it by k prototypes (one
for each part). This strategy has been carried out by apply-
ing a clustering algorithm within each class. The k means
found by the clustering algorithm have been used as the set
of prototypes of each class, leading to a new fuzzification
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We have al-

ready obtained encouraging results with this approach and
our future advances in this direction will be reported in due
time.1
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