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ABSTRACT

Modern DXA (Dual Energy X-ray Absorptiometry) equipments allow both quantifying compositional and geometrical features on images with high accuracy, such as bone mineral density (BMD), and measuring beaking associated with atypical femur fractures (AFF). There is a need for developing DXA digital twins to optimize the design of clinical applications quantifying features from images. This paper presents our advances in developing a digital twin of a DXA system. This digital twin leverages the CatSim simulation platform initially developed by General Electric Global Research Center for CT imaging, and allowing for realistic image simulations. Using an analytical model, we simulate the physics of the DXA X-ray acquisition chain, including X-ray source, detector, scanning geometry and image generation. Our main contribution addresses the compromise between accuracy and computation burden. Indeed, simulations can be computationally intensive when considering poly-energetic spectra. We demonstrate in this paper that the BMD accuracy is not significantly impacted when simulating a bi-energetic X-ray source instead of a full poly-energetic source, while the computation is faster. Our results indicate a similar BMD accuracy ($error < 0.1\%$) and a reduced computation time ($-4\%$) when using a bi-chromatic X-ray spectrum.

Index Terms— Dual Energy X-ray absorptiometry, digital twin, X-ray spectrum.

1. INTRODUCTION

Four million fragility fractures occur every year in Europe [1]. Bone fracture related to osteoporosis is an actual underestimated public health problem. The current screening strategy for osteoporosis assessment is to perform bone mineral density (BMD) measurements in selected skeleton sites. BMD is a reliable estimator for osteoporosis and fracture risk assessment [2], and is used in T-score and Z-score calculations that are determinant for osteoporosis diagnosis [3, 4]. Therefore, BMD represents a criterion of interest to assess the accuracy of simulations.

BMD measurements are commonly performed with Dual Energy X-ray Absorptiometry systems (DXA). A DXA scanner allows acquiring images at two different energies: low energy (LE) and high energy (HE). In this modality, LE and HE images are combined to calculate a bone equivalent image used for BMD measurement. In the same way, CatSim [5], our simulation platform, is able to generate LE and HE images. This simulation environment was previously used for CT [6] and mammographic imaging simulation [7, 8, 9]. CatSim provides a way to simulate each part of the acquisition chain with a given level of realism. The acquisition chain can be broken down into three main parts: the X-ray source, the simulated patient and the energy-discriminating X-ray detector. This paper presents our advances in DXA digital twins development using this simulation platform, and is specifically focusing on the validation of the simulated X-ray source. As a first step, we chose to simplify some elements of the chain, by assuming a perfect detector and using a simulated assurance quality phantom in place of a patient.

An important step in image generation with a DXA digital twin is to have an available spectrum model preserving BMD accuracy while allowing for fast simulations. Our main contribution is therefore to demonstrate the relevance of using a simple bi-energetic spectrum in our simulations instead of a full poly-energetic spectrum. In Section 2 we will validate the adequacy of our simulated poly-energetic spectrum with the real spectrum of an iDXA system (GE Healthcare, Chicago, IL, USA). Then, we will validate the adequacy of our simulated bi-energetic spectrum with the simulated poly-energetic spectrum. In Section 3, we will verify that our simulated bi-energetic spectrum enables accurate measurements of BMD on phantoms, compared to the typical expected accuracy of BMD on real DXA systems. Results will be presented in Section 4 and discussed.

2. SPECTRUM MODEL VALIDATION USING HVL CRITERION

To validate the adequacy between spectra (both real and simulated), we propose to compare their half-value layers (HVL), a commonly used criterion for spectrum model assessment [10, 11, 12, 13]. The HVL characterizes an X-ray beam in terms of its ability to penetrate a material of known composition [14]. It corresponds to the thickness of material necessary to divide by two an initial beam intensity.

2.1. Spectrum simulation

To simulate X-ray spectra used in DXA systems, we leveraged a spectrum simulation software developed at GE Healthcare (SpeXim) validated in previous works [15, 16]. This software implements a semi-empirical model based on Birch and Marshall model [17] for the Bremsstrahlung radiation and Cranley et al. [18] and Green and Cosslett [19] for the characteristic rays.

In this study, we simulated poly-energetic spectra presenting a fluence distribution typical of an X-ray tube with a Tungsten target filtered with 200$\mu$m Samarium as in iDXA scanners. The iDXA tube operates at a nominal voltage of 100 kVp. In our simulations, we varied the high voltage from 95 to 99.5 kVp and derived HVL of the generated spectra to determine which poly-energetic spectrum provides the best HVL match with the spectrum of the iDXA system. Then, we derived a bi-energetic spectrum based on the mean energies of the two iDXA spectrum modes. In order to define these two modes, a threshold was set at 52 keV. This threshold was chosen as the median energy of the poly-energetic spectrum, and the energy...
peaks correspond to the mean energy on each side of the threshold (39 and 72 kVp).

Fig. 1: Four simulated poly-energetic spectra presenting a fluence distribution typical of an X-ray tube with a Tungsten target filtered with 200 μm Samarium, the energy threshold, and a bi-energetic spectrum based on mean energies of the iDXA bimodal spectrum.

2.2. HVL experiment

On the physical iDXA scanner, measurements were performed with a calibrated dosimeter. Dose measurements were done according to the experimental setup illustrated in Figure 2, at a fixed distance to the source $D_{SD} = 712$ mm. The assessment of HVL [14] is based on the mean and standard deviation of five dose measurements. We also simulated the measurement of HVL on our digital twin simulating the same procedure. HVL values were derived for both the poly-energetic spectra and the bi-energetic spectrum. Results are summarized in Table 1.

![Fig. 2: Experimental set-up for HVL determination. $D_{SD}$ is the source to dosimeter distance.](image)

Table 1: Results of the HVL experiment.

<table>
<thead>
<tr>
<th>Experimental spectrum</th>
<th>100kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>HVL (mm)</td>
<td>5.22 [5.17-5.26]</td>
</tr>
<tr>
<td>Simulated spectrum</td>
<td>95 kVp</td>
</tr>
<tr>
<td>HVL (mm)</td>
<td>5.14</td>
</tr>
</tbody>
</table>

Using the HVL criterion, we found that the poly-energetic spectrum at 97 kVp best matches the iDXA scanner spectrum. We also validated that our simulated bi-energetic spectrum provides a similar HVL (5.25mm of Al) to the HVL of both the iDXA spectrum (5.22mm of Al) and the simulated poly-energetic spectrum using a 97 kV high voltage (5.26mm of Al). These two simulated spectra will be the ones used next, to determine the accuracy in BMD assessment using our DXA digital twin.

3. COMPARISON OF BMD DETERMINED WITH POLY- AND BI-ENERGETIC SIMULATED SPECTRA

BMD is a key measurement on a DXA system requiring a high accuracy to be clinically meaningful. In this section, we determine the BMD from simulations drawn with our iDXA digital twin. We compare the BMD values issued from simulations using the selected poly-energetic spectrum and the bi-energetic spectrum. Then, in order to validate the use of a bi-energetic spectrum in our digital twin simulations, we compare the inaccuracy introduced by using a bi-energetic spectrum instead of a poly-energetic spectrum to the expected BMD accuracy with a physical DXA scanner.

3.1. BMD calculation

From a radiology point of view, we consider that we can decompose the body into three components: bone, fat, and lean tissues. With a DXA scanner, we acquire two images: a low energy image and a high energy image. Therefore, we get two integral measures (corresponding to the log of the transmitted X-rays through the body at two different energies) to quantify the thickness of three materials in the body. To solve this undetermined problem, we consider the soft tissue as homogeneous. This means that we assume that the fat fraction (FF) in soft tissues is constant whatever the location of the body (with or without bone). Thus, the fat fraction, defined as $FF = \frac{t_{fat}}{t_{fat} + t_{lean}}$, is calculated from the whole non-bone region and the same value is used in regions containing bones. In a bi-energetic approximation, we can express the problem using the Beer-Lambert law [20], and write the LE (L) and HE (H) images as:

$$L = \ln \left( \frac{I_a}{I_0} \right) = \mu_{bone}(E_L)t_{bone} + \mu_{fat}(E_L)t_{fat} + \mu_{lean}(E_L)t_{lean}$$
$$H = \ln \left( \frac{I_a}{I_0} \right) = \mu_{bone}(E_H)t_{bone} + \mu_{fat}(E_H)t_{fat} + \mu_{lean}(E_H)t_{lean}$$

where $I_a$ and $I_0$ are the incident X-ray intensities, respectively at low and high energy, $E_L$ and $E_H$ are the X-ray intensities after the body attenuation, $\mu_{bone}$, $\mu_{fat}$ and $\mu_{lean}$ are the linear mass attenuations in cm$^{-1}$ for bone, fat tissue and lean tissue, respectively. $E_L$ and $E_H$ are low and high energies, and $t_{bone}$, $t_{fat}$ and $t_{lean}$ are the equivalent thicknesses in cm for bone, fat and lean tissues, respectively.

In practice, to solve this system of equations, an intermediate decomposition step is necessary. From the log-corrected HE (H) and LE images (L) acquired by the DXA scanner, a pseudo bone (PBM) thickness image $t_{PBM}$ and a pseudo soft tissue (PST) thickness image $t_{PST}$ can be derived through a calibration process [21], leading to polynomial expressions:

$$\begin{align*}
\text{PBM} & = a_0 + a_1 L + a_2 H + a_3 L^2 + a_4 H^2 + a_5 LH + \ldots \\
\text{PST} & = b_0 + b_1 L + b_2 H + b_3 L^2 + b_4 H^2 + b_5 LH + \ldots 
\end{align*}$$

To calculate the fat fraction, we need to know the fat and lean equivalent thickness $t_{fat}$ and $t_{lean}$ of each tissue. They are linearly related to $t_{PBM}$ and $t_{PST}$ by:

$$\begin{bmatrix} t_{fat} \\ t_{lean} \end{bmatrix} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}^{-1} \begin{bmatrix} t_{PBM} \\ t_{PST} \end{bmatrix}$$
where $A_{11}$ represents the fraction of fat-equivalent in pseudo-bone material, $A_{12}$ the fraction of lean-equivalent in pseudo-bone material, $A_{21}$ the fraction of fat-equivalent in pseudo soft tissue material, and $A_{22}$ the fraction of lean-equivalent in pseudo soft tissue material, in a {fat, lean} basis [22].

Fat and lean equivalent thicknesses are obtained through a second calibration using materials that are surrogates of biological materials [23]. We implemented the approach proposed by Lehmann, Alvarez et al. [22] who hypothesized that mass attenuation coefficients can be expressed as a linear combination of the mass attenuation coefficients in a basis of two different materials. The two selected materials are aluminum and PMMA (poly methylmethacrylate). The X-ray mass attenuations of the materials used in our simulations were selected in the NIST database [24]. With the calculated fat fraction $FF$ and the $t_{PBM}$ and $t_{PST}$ thickness values obtained through the calibration process, we can express the BMD and the soft tissue thickness $t_{STD}$ as:

$$BMD, \quad t_{STD} = \begin{bmatrix} B_1 A_{11} \times FF + A_{12} \times (1 - FF) \\ B_2 A_{21} \times FF + A_{22} \times (1 - FF) \end{bmatrix}^{-1} [t_{PBM} \quad t_{PST}]$$

(4)

where $B_1$ and $B_2$ are coefficients to express the BMD in terms of pseudo-bone and pseudo-soft materials, that are determined using a phantom with known BMD and $t_{PBM}$ and $t_{PST}$ thickness values. Finally we obtain:

$$BMD = \frac{D_2 \times t_{PBM} - D_1 \times t_{PST}}{B_1 \times D_2 - B_2 \times D_1}$$

(5)

with $D_1 = A_{11} \times FF + A_{12} \times (1 - FF)$ and $D_2 = A_{21} \times FF + A_{22} \times (1 - FF)$.

### 3.2. Assessment of the BMD accuracy

The simulation of the iDXA quality control phantom (QA block) provides a way to assess the BMD accuracy. The specifications of this physical phantom are known in terms of PBM and PST equivalent, fat fraction and BMD values. Our objective was to simulate the QA block, generate simulated LE and HE images and verify that the obtained PBM and PST thicknesses after simulating the calibration are in agreement with the iDXA reality. The QA block phantom (Figure 3) is composed of five chambers and four of them are used to check the BMD measurement quality (chambers 0, 2, 3 and 4). Chamber 0 is only composed with PMMA while the chambers 2, 3 and 4 are composed with a combination of PMMA and polyethersulfone. Polyethersulfone is used to simulate the bone material in this phantom and PMMA is used to simulate soft tissues.

![Fig. 3: A QA block schema showing the internal structures.](image)

In the simulated PBM and PST equivalent images (Figure 4), four regions of interest were selected for each QA block chamber. Using Equations (1) and (3), ROI 0 was used to calculate the fat fraction. According to Equation (5), the BMD values of the chambers 2, 3 and 4 were calculated knowing the FF, $t_{PBM}$ and $t_{PST}$ values of each chamber. In order to compare them with the expected BMD values, we defined the relative error on BMD as:

$$R_{err}(BMD) = \frac{|BMD_{sim} - BMD_{exp}|}{BMD_{exp}}$$

(6)

where $R_{err}(BMD)$ is the relative error on BMD (%), $BMD_{sim}$ is a BMD value calculated with simulated images ($g/cm^2$) and $BMD_{exp}$ is the specified BMD value ($g/cm^2$).

### 4. RESULTS

ROIs 2, 3, 4 were used to calculate the BMD in each chamber of the QA block. The measured BMD values on simulated images, with both poly-energetic and bi-energetic spectra, are all within the upper and acceptance values of the iDXA scanner as provided by the manufacturer (Figure 5 and Table 2). Moreover, the relative error $R_{err}$ for BMD assessed through the simulations using a poly-energetic spectrum was 0.1% for each chamber of the QA block. We observed the same relative error for the BMD assessed through the simulations using a bi-energetic spectrum (Figure 2).

![Fig. 4: Simulated PBM and PST images with ROI used to calculate BMD in each chamber.](image)

![Fig. 5: BMD values for each chamber using bi-energetic and poly-energetic simulations compared to the QA block acceptance values [25].](image)

These results show that the relative error on BMD values determined using our DXA digital twin (0.1%) is significantly lower than the required accuracy on BMD measurements required in QA acceptance tests of physical DXA systems [26]. Therefore, we validated the capability of our digital twin to derive accurate BMD values. In
addition, the difference in BMD accuracy between poly-energetic and bi-energetic simulations is less than 0.1%. Then, using a bi-energetic spectrum in our digital twin does not degrade significantly the accuracy of the BMD, and consequently is an acceptable alternative to using a poly-energetic spectrum. Moreover, the time saving is about 44%, on the used machine (CPU: Intel(R) Xeon(R) CPU E5645 2.40GHz, 24 cores, RAM: 64GB).

5. DISCUSSION AND CONCLUSION

We demonstrated that both poly-energetic and bi-energetic spectrum models used in our DXA digital twin are leading to relative errors in BMD an order of magnitude inferior to the expected accuracy of a physical DXA scanner. In addition, we have shown that approximating the iDXA spectrum with a bi-energetic spectrum enables to assess BMD values with a very small additional error compared to simulations performed with a poly-energetic spectrum. Therefore, the use of a bi-energetic spectrum in our DXA digital twin should not degrade the densitometry in our future simulations, while allowing for a significant computation time saving compared to the poly-energetic spectrum model. The gain in computation time has been estimated so far greater than 40%. This good compromise between BMD accuracy and faster simulations is our main contribution. Nevertheless, we still observe some errors in assessing BMD values with our DXA digital twin. This may come from some assumptions made when designing our digital twin, overlooking some physical phenomena that occur in real scanners. In particular, we chose to simulate a perfect detector, leading to noiseless simulations, that could explain a part of the observed inaccuracy in BMD calculation. In future work, we will improve the realism of the simulated acquisition chain by including more realistic physical phenomena, and we will analyze the impact of noise on BMD accuracy.
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