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ABSTRACT

Parametric deformable models are an important technique for im-

age segmentation. In order to improve the robustness of the model,

it may be interesting to incorporate a priori information about the

shape of the objects to be segmented. In this paper, we propose to

add a parallelism constraint. Such a model is relevant in many ap-

plications where elongated structures have to be detected. One main

advantage of our formulation is that it only needs few parameters

to be adjusted in addition to those of traditional snakes. The pro-

posed model has been applied for the segmentation of OCT images

of the retina and for the segmentation of retinal vessels. Experimen-

tal results, obtained on 25 OCT images and 30 eye fundus images,

demonstrated the robustness, ßexibility and large potential applica-

bility of this new formulation. The accuracy of the method has been

assessed by comparing manual segmentations, made by experts, with

the automatic ones.

Index Terms— Active contours, Parallelism, Retinal vessel seg-

mentation, Optical Coherence Tomography, Segmentation, Quanti-

tative Evaluation.

1. INTRODUCTION

The snake concept, also called “active contour model”, was origi-

nally introduced by Kass et al. [1] in order to detect the boundary of

an object in an image. It consists of a parametric curve V , whose

evolution is driven by the minimization of an energy function E,

which includes terms controlling the smoothness of the curve (in-

ternal energy EInt) and terms related to information image (image

energy EImage):

E(V ) = EInt(V ) + EImage(V ) + EExt(V ) (1)

The image energy attracts the curve toward the features to be de-

tected, such as edges or lines. The external energy (EExt) can ex-

press additional contextual information. Thus, the curve is able

to move dynamically from an initial position towards the desired

boundary, without any further intervention. However, some prob-

lems still remain. Especially, the snake is sensitive to the initializa-

tion and it is unable to converge to the correct solution in the pres-

ence of high levels of noise.

Many improvements of the original formulation have been proposed

in the literature. Here, we focus on methods dedicated to the de-

tection of several lines or contours. The authors in [2, 3] present the

simultaneous use of two snakes, which are connected in a one-to-one

correspondence (“sandwich snake”, “dual snakes”), both looking for

the same contour. For closed curves in the “sandwich snake” ap-

proach, one snake p is initially positioned inside the contour, and the

other q outside. The energy equation includes a new term related to a

mutual attraction force (spring force), applied in the direction of the

line connecting each pair of points (pi, qi). For the dual snakes, both
curves move towards a mean position, driven also by image forces

and spring forces:

EExt(V ) =

∫

1

0

λ

2
(V (s)−mean(s))2 ds,

mean(s) =
1

2
(p(s) + q(s))

(2)

where V (s) = (x(s), y(s)) is parameterized by arc length s ∈ [0, 1]
and λ controls the spring forces.

However, as in the original formulation, the external force applied on

one point is only related to very local image information, the grey-

level or the gradient at this point. To gain in robustness, it may be

very interesting to integrate higher level information, related to the

shape of the object, when this a priori information is available. Fol-

lowing this idea, the “dual snake” model [2] allows controlling the

shape of the snake, by replacing the mean contour by a shape model

in the energy term.

Parallelism is also an interesting feature that has been modelled in

several works [4, 5, 6]. The “twin snake” algorithm [4] is an ex-

tension to the traditional snake, designed for the detection of two

parallel contours simultaneously, in high-resolution images. Tradi-

tional snakes cannot detect accurately close edges, and the curve

often jumps from one to the other. To overcome this problem, a mu-

tual attraction force (spring force) is introduced, which is expressed

at point s as:

Eext(V (s)) = δ(s)(d(s)− d0)
2

(3)

where δ(s) is a weight factor, d(s) the actual distance between the

point s and its twin partner and d0 the desired distance. This lat-

ter parameter has to be initialized beforehand, which constitutes a

strong limitation of this model. Moreover, this formulation assumes

that the distance is constant all the way (strict parallelism), which is

generally not the case in real images.

The “ribbon snake” [5] is modeled by a centerline V (s) associated

with a half width w(s), deÞning the left and right borders of the rib-

bon, VL(s) and VR(s) respectively. It has been initially applied for

automatic road extraction from aerial images. The image energy is

deÞned at point s as:

EImage (V (s)) = (∇I(VL(s))−∇I(VR(s))) .n(s) (4)
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where n(s) is the normal to the centerline and ∇I denotes the im-

age gradient. This model does not allow explicitly controlling the

variation of the ribbon width. Finally, the “twins ribbon” method [6]

takes back the ideas developed in the “twin snake” and in the “sand-

wich snake” models. Four curves are evolving simultaneously: two

of them inside the contour, the two others outside. The two outside

contours are connected by pull forces to the corresponding inside

contours (similarly to the sandwich model), while the inside con-

tours are connected by push forces to each other (twin snake). This

model is robust to high levels of noise and can locate boundaries un-

der difÞcult conditions such as lack of gradient or occlusion. How-

ever, it requires a precise initialization, the prior knowledge of the

ribbon width, and it is more computationally expensive than other

models.

In the context of clinical studies related to ophthalmology, we need

extracting thin, elongated and parallel structures that can be detected

in several types of retina images, such as retinal layers in OCT im-

ages or retinal vessels in eye fundus images. These structures are

difÞcult to segment since they present varying thicknesses and are

generally weakly contrasted. Moreover, in some cases, diseases can

affect the width or the grey levels of the searched structures.

In this paper, we propose a method to detect pairs of contours that

are almost parallel. The advantages of our method are as follows:

(i) The distance between both contours has not to be known accu-

rately as prerequisite. On the contrary, it is adjusted during the evo-

lution process and can vary along the boundaries.

(ii) The parallelism constraint can be strengthened or relaxed locally

by changing a weighting parameter.

(iii) All these interesting features are obtained without increasing

the computational cost of the algorithm. Consequently, this model

is well adapted to several applications, such as the ones mentioned

above.

The remainder of the article is organized as follows: the novel Paral-

lel Double Snake method is presented in Section 2, and experiments,

including quantitative measurements, are discussed in Section 3.

2. PARALLEL DOUBLE SNAKEMODEL

Parallel Double Snakes are a new model for the simultaneous extrac-

tion of two almost parallel curves. The proposed model consists of

a centerline, V (s) = (x(s), y(s)), parameterized by s and a local

half-thickness b(s). It implicitly deÞnes two parallel curves, V1 and

V2.

Let us denote by n(s) =

(

nx(s)
ny(s)

)

the normal vector to the curve

V (s) (Figure 1). Then, points of the curves V1 and V2 are given by:

V1,2(s) = V (s)± b(s)n(s) (5)

Our aim is to Þnd the centerline V (s) and the associated half-

thickness b(s), so that the curves V1 and V2 match the searched

image contours, which are assumed to be almost parallel. For this,

we introduce a new energy deÞned as:

E(V, b) = EImage(V1)+EImage(V2)+EInt(V )+R(V1, V2) (6)

whereEImage andEInt are deÞned as in “classical” snakes, in order

to attract the curves V1 and V2 towards the high intensity gradient

values while preserving regularity properties of V :

EImage(Vi) =
∫

1

0
P (Vi(s))ds = −

∫

1

0
|∇I(Vi(s))|

2
ds,

i = 1, 2
(7)

EInt(V ) =
1

2

∫

α(s)

∣

∣

∣

∣

∂V (s, t)

∂s

∣

∣

∣

∣

2

+ β(s)

∣

∣

∣

∣

∂2V (s, t)

∂s2

∣

∣

∣

∣

2

ds (8)

Fig. 1. Parametric representation of the Parallel Double Snakes.

In Equation 8, the weighting factors α(s) and β(s) control the ten-

sion and rigidity of the centerline.

The last term R(V1, V2) of Equation 6 involves the Þrst derivative

of b(s). It controls the smoothness of the thickness variation and

prevents it from sudden changes:

R(V1, V2) =

∫

1

0

ϕ(s)(b′(s))2ds (9)

For strictly parallel curves, b(s) is constant and the related energy is

zero. ϕ(s) is a weighting parameter which may vary depending on s,
to strengthen or relax the parallelism constraint. In the following, we

assume that all weighting parameters are set to constant values. The

minima ofE(V, b) are found by solving two coupled Euler-Lagrange

equations. The Þrst one expresses the minimization of E(V, b) with

respect to the centerline V (s):







−αx′′(s) + βx′′′′(s) + ∂P
∂x

(V1(s)) +
∂P
∂x

(V2(s)) = 0

−αy′′(s) + βy′′′′(s) + ∂P
∂y

(V1(s)) +
∂P
∂y

(V2(s)) = 0
(10)

Let us denote by F (x, y) = −∇P (x, y) the image force at (x, y).
Equation 10 is very similar to the traditional formulation. The ex-

ternal force applied on each point of the centerline is deÞned as the

sum of the forces applied on the corresponding border points V1(s)
and V2(s). Thus, the curve moves globally towards the searched po-

sition.

The second Euler-Lagrange equation expresses the minimization of

E(V, b) with respect to the half-thickness b(s):

nx

[

∂P

∂x
V1(s)−

∂P

∂x
V2(s)

]

+ny

[

∂P

∂y
V1(s)−

∂P

∂y
V2(s)

]

− 2ϕb′′(s) = 0

(11)

〈n, F (V2(s))− F (V1(s))〉 − 2ϕb′′(s) = 0 (12)

This equation allows us to adjust the local distance between V1 and

V2. Let us suppose that the centerline is at the correct position, but

that b(s) is locally too high (case 1) or too low (case 2). The lo-

cal forces F (V2(s)) and F (V1(s)) point globally towards opposite

directions (Figure 2), and the projection of their difference on the

normal is negative (case 1) or positive (case 2). Thus, b(s) increases
or decreases so that V1 and V2 move toward the correct position. The

last term of Equation 11, related to b′′(s), imposes the curves V1 and
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V2 to be regular.

To solve these equations, we classically introduce the time variable

t and discretize Equations 10 and 11, by using classical numerical

approximations of derivatives (central difference in space, and back-

ward difference in time).

(a)

(b)

Fig. 2. Variations of the half-thickness b(s) given by the second

Euler-Lagrange Equation (11): (a) the obtained forces on each con-

tour (green and blue arrows), (b) the variation of half-thickness.

The global minimization is realized by updating sequentially

V (s) and b(s). Thus, the algorithm can be summarized as follows:

step1: Initialize the curve V
Repeat

step 2: Calculate the normal vector n
step 3: Update the curves V1 and V2 (Equation 5)

step 4: Deform the curve V as a function of internal forces

and image forces (Equation 10)

step 5: Update the thickness parameter b (Equation 11)

until (Number of iterations)

Algorithm 1: Parallel Double Snake algorithm process.

The initialization of the curve V and the parameter setting are

speciÞc for each type of application.

3. EXPERIMENTS AND RESULTS

In this section, we present two series of experiments, performed on

two eye imaging modalities.

First, the Parallel Double Snake model has been applied on OCT

images for the segmentation of some retinal layers. In our previous

work [7], a complete segmentation method was proposed for healthy

subjects. Unfortunately this method may fail in some pathological

cases, where the destruction of photoreceptors induces a loss of def-

inition of the inner nuclear layer (INL), and a loss of contrast of the

hyper-reßective complex (HRC). Therefore, the INL and HRC are

difÞcult to segment, especially the outer interface of each one. Here,

we propose to Þrst Þlter the original image using a nonlinear diffu-

sion Þlter [8]. Then, the location of the inner side of the HRC (I.

S. HRC) and of the INL (I. S. INL) is obtained from the k-means

algorithm, followed by a Markovian regularization [7] (respectively

k = 4 and k = 2 classes). Indeed, the INL appears as the clus-

ter corresponding to the lowest mean intensity. So, the inner side of

the INL boundary can be easily deduced from the labeled image. A

similar process is applied for the localization of the inner side of the

HRC. This provides, in both cases, an initialization of the centerline

V (s), chosen as a curve parallel to the interface found previously

with an initial layer radius b, which is set to a constant value, adapted

to each layer to be segmented. The proposed model is applied from

this initialization, in order to get an accurate segmentation of the

considered layers, as illustrated in Figure 3. The parameters are set

to b = 30 pixels, α = 20, β = 20, ϕ = 20 for the outer side of

the HRC (O. S HRC), b = 10 pixels, α = 100, β = 0, ϕ = 20
for the outer side of the INL (O. S. INL). In the same way, we can

then apply our method to Þnd the outer nuclear layer/inner segments

of the photoreceptors (ONL/IS) interface, which is parallel to the in-

ner side of the HRC previously detected. The parameters are set to

b = 15 pixels, α = 50, β = 10, ϕ = 20.

Fig. 3. Segmentation of some retinal layers in OCT images.

We compared the result of our method with the one provided

by the “classical” snake algorithm in order to detect the HRC area.

We used the same initial parameters, in both cases. As shown in

Figure 4, we can see that the proposed method successfully segments

the HRC zone (Figure 4(b)), while the “classical” snake method fails

in the region outside fovea (Figure 4(a)). The parallelism constraint

prevents the snake to escape towards high gradient present in the

choroid (under the HRC).

(a) (b)

Fig. 4. A comparison between (a) “classical” snake model and (b)

the Parallel Double Snake model.

OCT imaging was performed on 25 images, from 8 retinitis pig-

mentosa subjects, with various grades of pathology evolution. A ver-

tical and a horizontal cross-section were generally acquired for each

eye. This study was conducted in accordance with French ethics

regulation and all subjects gave informed consent to participate. The

same parameters were used for all images. The results were evalu-

ated by comparing the obtained segmentations with manual segmen-

tations performed by a highly experimented medical doctor, on 5

OCT images. Intra-expert variability was assessed too. The quanti-

tative results are summarized in Table 1, showing a very good agree-

ment between automated and manual results (and within the range

of intra-expert variability).

As shown in Table 1, the intra-expert errors are on average of the

same order of magnitude as the automatic/manual errors. Moreover,

for the outer side of the HRC and the ONL/IS interface, the MSE

between our method and the manual segmentation is lower than the

intra-expert variability.

The index of similarity (S) was also computed for all regions. This

index is sensitive to variations in shape, size and position and a value

of S > 0.7 indicates a strong agreement [9]. We found that S is in all
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cases greater than 0.7 and that it ranges from 0.81 for the IS layer to

0.91 for the HRC layer. These evaluations conÞrm that the Parallel

Double Snake model allows us to get accurate and robust segmenta-

tions, which are comparable to the expert’s ones.

Layer Automatic vs. manual Intra-expert variability

O. S. HRC 1.06 ± 0.22 1.28± 0.19
ONL/IS 1.23 ± 0.44 1.30± 0.18
O. S. INL 1.35 ± 0.51 1.14± 0.29

Table 1. Mean square error (MSE) between manual and automated

segmentations (in pixels).

In the second experiment, the proposed model has been applied on

eye fundus images for the segmentation of retinal vessels in the

vicinity of the optical disk. The vessels are enhanced, based on mor-

phological operations and linear Þltering, and segmented. A graph

is then extracted from the skeleton of the binary image, providing a

high-level representation of the vascular tree [10]. A region of inter-

est is then deÞned as the ring delimited by the circles of radius 2R
and 3R (Figure 5), where R is the optical disk radius. The proposed

method is then used to reÞne the segmentation of the branches in

this region. The centerline V (s) is initialized as the skeleton branch.

The vessel radius b is estimated by computing the Euclidean dis-

tance transform to the skeleton branch and retaining the maximum

value found on the vessel borders. The Parallel Double Snake model

is run from this initialization to get an accurate location of the ves-

sel boundaries, as illustrated in Figure 5. The parameters are set to

α = 20, β = 0, ϕ = 50.

Fig. 5. Segmentation of retina vessels near the optical disk in eye

fundus images.

The method was applied on a database of 30 images acquired in

color or grey levels. Compared to the initial segmentation [10], the

vessels are much more precisely delineated, whatever their thick-

nesses and the image contrast. These results, visually assessed by

the expert, show again the robustness and the accuracy of the Dou-

ble Parallel Snake method.

From the obtained segmentation results, measurements of arteria

and vein diameters, and their combination into central arteriolar and

venular equivalents (A/V ratio) can be then derived. From a clinical

point of view, such measures are used for the follow up of various

retinal vascular abnormalities, such as arteriolar narrowing, or arte-

riovenous (A/V) crossing changes.

4. CONCLUSION

In this paper, a new parametric deformable model has been pro-

posed. It incorporates a priori information by adding a parallelism

constraint compared to other models. The Parallel Double Snake

algorithm reduces the complexity of evolution as well as the num-

ber of parameters, and it is well adapted to several applications.

The quantitative evaluation shows a very good agreement and high

correlation between the manual and the automated segmentations.

Such segmentation results will help ophthalmologists to improve the

accuracy of diagnosis of blinding retinal diseases. A more detailed

evaluation will be performed in future work to assess the effective-

ness of the proposed method compared to well known methods.
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