Using anatomical knowledge expressed as fuzzy constraints to segment the heart in CT images
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Abstract

Segmenting the heart in medical images is a challenging task because of their low contrast and the similar grey-level values of the surrounding structures. Many clinical applications could benefit from a reliable heart segmentation procedure, such as the study of cancer in the thoracic region or other cardiac and vascular diseases. The delineation of the heart is important in oncological applications such as dose estimation in radiotherapy. The segmentation of the heart may be used in treatment planning in order to define a security margin around this organ to prevent it from being irradiated: usually radiotherapists delineate a relatively wide margin around sensitive organs which must not be affected by radiation. This margin may be of several centimeters (particularly in the lungs due to the breathing). Heart segmentation can also be useful as a preliminary step for registration of multimodality images, such as CT, positron emission tomography (PET), single photon emission computed tomography (SPECT) or magnetic resonance imaging (MRI), and in particular for those obtained with new combined PET/CT or SPECT/CT devices.

1. Introduction

Segmenting the heart in medical images such as non-contrast computed tomography (CT) images is a challenging task because of their low contrast and the similar grey-level values of the surrounding structures. Many clinical applications could benefit from a reliable heart segmentation procedure, such as the study of cancer in the thoracic region or other cardiac and vascular diseases. The delineation of the heart is important in oncological applications such as dose estimation in radiotherapy. The segmentation of the heart may be used in treatment planning in order to define a security margin around this organ to prevent it from being irradiated: usually radiotherapists delineate a relatively wide margin around sensitive organs which must not be affected by radiation. This margin may be of several centimeters (particularly in the lungs due to the breathing). Heart segmentation can also be useful as a preliminary step for registration of multimodality images, such as CT, positron emission tomography (PET), single photon emission computed tomography (SPECT) or magnetic resonance imaging (MRI), and in particular for those obtained with new combined PET/CT or SPECT/CT devices.

1.1. Related work

Most heart segmentation methods proposed in the literature deal with the segmentation of internal structures (in particular the left ventricle) as in Refs. [1–7] for instance. However, there is also a need to segment the heart as a whole in order to distinguish its limits and the separations with surrounding
structures such as the liver or the aorta. The existing methods for segmenting the heart have been focused on MRI modality [5,7–11] or ultrasound [6,12] but rarely on CT [13–16]. However, for the aforementioned applications, CT is one of the most common anatomical imaging modalities.

Numerous cardiac segmentation methods have been developed to estimate the myocardial boundaries in MR images. A registration-based model is used in Ref. [5] and a clustering technique in Ref. [7]. Some methods [10,11] use prior knowledge learned from images models. Deformable models have also been widely used in segmenting cardiac images [11]. However, all these approaches rely on models obtained from MR images, on the modality acquisition (intensity values) or on the structures visible in this modality, in particular, the left ventricle. Therefore, they are not adapted to our problem on CT images.

Among the existing methods for segmenting the heart as a whole, Gregson [8] works on MR images where he manually selects a 2D slice containing the heart and then uses a hierarchical algorithm to segment other structures in this slice (torso, lungs, background). Once the heart is recognized in the selected slice, the segmentation is propagated to adjacent slices. Lelieveldt et al. [9] proposed another method to segment the heart as a whole in MR images. They base their segmentation on a fuzzy atlas of thoracic structures. Their method is applied on MR data and the fuzzy model must be built beforehand, which is a strong limitation, in particular for the segmentation of pathological images that may have a different structural configuration than the ones used for the atlas construction.

The segmentation method proposed by Jolly [14] was first developed to segment the left ventricle in 2D MR slices, and it has been extended to CT with minimal adjustments. Her method proceeds in two steps. First, a global localization step roughly localizes the left ventricle and then a local deformation step combines EM-based (expectation–maximization) region segmentation and Dijkstra active contours. One of the main difficulties she has found is that the epicardium is difficult to recover because there are no image edges between the myocardium and the liver. This method furnishes very satisfactory results for high-resolution contrast CT images. However, it is not directly applicable to non-contrast and low resolution 3D CT images and major adaptations and extensions would be needed.

The work by Funka-Lea et al. [13] deals with the segmentation of the heart as a whole in CT. Their goal is to isolate the outer surface of the entire heart in order to easily visualize the coronary vessels. They make use of graph-cuts for the segmentation [17,18]. Their method is fast and robust for contrast CT studies with sub-millimeter resolution where the brightest regions are bone and blood. However, as the initialization of the graph-cut algorithm depends on the characteristics of a contrast study, it is not adapted to non-contrast CT images, which are common in radiotherapy applications. The goal and the type of images are therefore different from the ones in the present application.

The work by Ecabert et al. [15,16] describes a multi-compartment mesh of both atria, both ventricles, the myocardium around the left ventricle and the trunks of the great vessels and it is adapted to an image volume. The adaptation is performed in a coarse-to-fine manner by progressively relaxing constraints on the degrees of freedom of the allowed deformations. Their method is largely validated on high resolution contrast CT and it furnishes very satisfactory results. However, these methods are not directly applicable to non-contrast and low resolution 3D CT images and major adaptations and extensions would be needed. The segmentation of the heart in non-contrast CT images presents specific difficulties due to their low contrast and the similar grey-level values of the surrounding structures (liver, tumors). This is illustrated in Fig. 1 where it can be observed that the limits between the heart and the aorta or the liver are difficult to distinguish visually (even for experts). The low resolution (compared to existing submillimetric CT data) and the anisotropy of these CT exams are additional difficulties for the segmentation of the heart. Due to these difficulties, non-contrast CT is not generally used in cardiology. Other non irradiant techniques such as ultrasounds, which are less invasive, or MRI, which can provide a better resolution and contrast, are usually preferred in this field. However, ultrasounds do not furnish enough quality for many applications and MRI is not yet a routine technique.
in many medical centers. In the case of using CT for cardiac applications, contrast CT exams are acquired. For these reasons, to the best of our knowledge, there exists no method for the segmentation of the heart for non-contrast CT images and the existing methods for other modalities cannot deal with this type of images. Even the methods applied on CT images cannot be used on non-contrast studies without previous adaptation. Non-contrast CT is widely used in clinical routine and additionally provides better quality for the study of hard tissues such as bones, which can serve as a rigid references for several applications such as registration, surgery or radiotherapy planning. For oncology and radiotherapy, heart segmentation is very useful and the processing of this modality would avoid the necessity of other supplementary imaging acquisitions.

1.2. Overview of the proposed method

In spite of the aforementioned drawbacks of the CT images used in radiotherapy, they have some particular characteristics, as the homogeneity of morphologic structures signal and the high contrast of the lungs compared to their surrounding structures. Therefore, we propose an original method that relies on these particular features of the images. The proposed algorithm includes constraints and anatomical knowledge in order to perform a robust segmentation of the heart by guiding a deformable model and thus, overcome the limits of the image acquisition. Our approach relies on the segmentation of neighboring structures, which provide a strong constraint on the relative position and shape of the targeted structure. Based on the same principle, we have developed hierarchical methods to segment different organs of the body such as deep brain structures [19] or thoracic and abdominal structures [20]. The idea is to deal first with the easiest structures to segment and then continue with those of increasing difficulty, using prior knowledge about the position of a structure with respect to the previously segmented ones. As shown in Refs. [21,22], spatial relations improve the robustness of the segmentation of the structures even in the presence of pathologies. Another class of methods segment multiple objects simultaneously. For example, a level set approach based on a maximum a posteriori (MAP) framework using a neighbor prior constraint is used in Ref. [23].

In this paper, we propose an automatic method to segment the heart as a whole based on the modeling of spatial relations between the heart and the lungs. Since the segmentation of the lungs is generally simple in CT scans due to their high contrast with respect to surrounding tissues, they are segmented first in order to define a region of interest (ROI) of the heart. This region is used to define the initialization of a deformable model. Then the anatomical knowledge is included in the deformable model to segment the heart. A preliminary version of our method can be found in Ref. [24], where the use of the spatial relation “between” is explored in order to segment the heart. This study has shown encouraging results. In this paper a deeper study is developed, new pieces of anatomical knowledge are taken into account to improve the robustness and the automaticity of our approach, and the method is applied on a larger database.

In Section 2, our approach based on anatomical knowledge representation is introduced. In Section 3, we describe the first step of our method which defines the ROI of the heart. Then in Section 4 the segmentation of the heart using deformable models constrained by anatomical knowledge is described. Next, in Section 5 some results are shown and compared with manual segmentations.

2. Expression of anatomical knowledge

Although the delineation of the heart is a difficult task in CT, experts are able to segment this organ manually because they rely on their expertise and their knowledge of the anatomy. This a priori knowledge is usually represented by anatomical descriptions using qualitative and imprecise statements. Translating this type of knowledge in a computationally efficient form, suitable for image processing, requires to model mathematically vague statements and imprecision. Therefore, a fuzzy representation of this kind of knowledge fulfills our requirements.

The anatomical descriptions of the heart usually include the statement “the heart is between the lungs”. Our method relies on modeling this statement (denoted by K1) as well as the position of the heart (K2 and K3) inside this region:

- K1: “The heart is between the lungs”.
- K2: The center of the heart is “between the lungs and far from them (i.e. the center of the heart is in the middle of the lungs in the region which is the furthest from both lungs) but closer to the left lung than to the right lung”.
- K3: The heart is placed “in the anterior (closer to the chest than to the back) and inferior (near the diaphragm) region of the bounding box of the lungs”.

The preliminary step consists in segmenting the lungs. This is done using a method inspired from Ref. [20] and relies on the following steps. First, a classification using the k-means algorithm is used in order to detect the lungs. Then, a consistency test is applied in order to verify that the volume of the segmented lungs has a plausible value. If it is the case, the result is refined by using some mathematical morphology operations (a hole filling and a closing) and a deformable model in which the GVF (Gradient Vector Flow) [25] is used as a term of fidelity to the data. Otherwise, the process is repeated with another class in the k-means algorithm. An example of the segmentation of the lungs is illustrated in Fig. 2(a).

2.1. Modeling K1

A complete study of the spatial relation “between” has been made in Ref. [26], in which different definitions of this spatial relation are proposed, compared and discussed according to different types of situations.

A simple (crisp) definition of “between” consists in using the convex hull of the union of the two involved objects. However, the use of a convex hull to find the heart is not suitable because
some parts of the organ are outside the resulting region as illustrated in Fig. 2. This is a strong argument in favor of more sophisticated definitions which should take into account a larger region than the convex hull corresponding to a somewhat looser meaning of the “between” area.

This idea is achieved by means of fuzzy dilation of each object in the direction of the other. Thus, among the definitions detailed in Ref. [26], we have chosen the fuzzy directional dilation definition of the relation “between”. The interest of this definition is that the “between” region extends smoothly outside the convex hull of the union of both objects which is a required feature for our application. The region between $A_1$ and $A_2$ is defined as a fuzzy set in the image domain, as

$$D_{btw}(A_1, A_2) = D_{v_2}(A_1) \cap D_{v_1}(A_2) \cap A_1^C \cap A_2^C$$

$$\cap [D_{v_1}(A_1) \cap D_{v_2}(A_2)]^C$$

$$\cap [D_{v_2}(A_1) \cap D_{v_1}(A_2)]^C,$$  \hspace{1cm} (1)

where $A_1$ and $A_2$ represent the objects (the lungs in our case), $A^C$ represents the (fuzzy) complementation of $A$ and $D_{v_i}(A_j)$, $i, j \in [1, 2]$, is the fuzzy dilation of $A_j$ with the fuzzy structuring element $v_i$ as defined in Ref. [27].

$$D_{v_i}(\mu)(x) = \sup_y \{\mu(y), v(x - y)\}.$$  \hspace{1cm} (2)

Thus, fuzzy dilation corresponds to a degree of intersection between the fuzzy set to be dilated $\mu$ and the fuzzy structuring element $v$ translated at point $x$. $t$ denotes a t-norm and $x$ and $y$ points of space. An example of fuzzy dilation is shown in Fig. 3(d). The conjunctions ($\cap$) in Eq. (1) are performed using the t-norm “minimum”. The membership degree $\beta_{btw}(A_1, A_2)(x)$ represents the degree to which $x$ is between $A_1$ and $A_2$.

The structuring elements are derived from the angle histogram between both objects [28]. In 3D (using spherical coordinates) the direction is represented by two angles, that are denoted by $z_1$ and $z_2$ (with $z_1 \in [0, 2\pi]$ and $z_2 \in [-\pi/2, \pi/2]$), the 2D case corresponding to $z_2 = 0$ [29]. Given an axis of reference, say the $x$-axis denoted by $\vec{u}_x$, for each pair of points $(p_1, p_2)$ with $p_1 \in A_1$ and $p_2 \in A_2$, the angles between the axis and the segment joining these two points, $\vec{p_1p_2}$, are computed: $z_2$ is the angle between $\vec{p_1p_2}$ and its projection on the $x$-$y$ plane and $z_1$ is the angle between this projection and $\vec{u}_x$. The histogram of the obtained angles $h(A_1,A_2)(z_1, z_2)$ for all possible pairs of points is then defined as

$$h(A_1,A_2)(z_1, z_2) = |\{(p_1, p_2), p_1 \in A_1, p_2 \in A_2,$$

$$\angle(\vec{p_1p_2}, \vec{u}_x) = (z_1, z_2)\}|.$$

(3)

Fig. 2. Coronal (top row) and axial (bottom row) views of an example of the segmentation of the lungs and the heart: (a) the contours of these organs are superimposed on the original image and (b) the convex hull of the lungs is superimposed on the segmented lungs and heart (some parts of the heart are not contained in this region).
2.2. Modeling K2

K2 represents the following anatomical knowledge: the center of the heart is “between the lungs and far from them (i.e., close to the middle of the lungs) but closer to the left lung than to the right lung”. The computation of a distance function to the lungs combined with K1 allows the modeling of the first part of this statement. In order to account for the second part, a

It can be normalized as

\[
H_{A_1,A_2}(x_1, x_2) = \frac{h_{A_1,A_2}(x_1, x_2)}{\max_{x'_1, x'_2} h_{A_1,A_2}(x'_1, x'_2)}
\]

in order to be interpreted as a fuzzy set.

The structuring elements are derived as

\[
v_2(r, x_1, x_2) = H_{A_1,A_2}(x_1, x_2),
\]

\[
v_1(r, x_1, x_2) = H_{A_1,A_2}((x_1 + \pi) \mod 2\pi, -x_2)
= v_2(r, (x_1 + \pi) \mod 2\pi, -x_2),
\]

where \( r \) is the radius in spherical coordinates. The structuring elements represent the relation between the two objects and they define the direction to be used for the fuzzy dilation [30]. \( v_1 \) represents the direction from object \( A_2 \) to object \( A_1 \) and \( v_2 \) the opposite direction.

An illustrative example in 2D is shown in Fig. 3 where \( A_1 \) (the right lung) is on the left in the figure and \( A_2 \) (the left lung) is on the right. For instance, if object \( A_2 \) is mainly to the right of \( A_1 \) (in the figure) (see Fig. 3(d)), then \( v_1 \) represents “to the left of” and \( v_2 \) “to the right of”. Eq. (1) defines the region which is both to the right of \( A_1 \) (\( D_{v_2}(A_1) \)) and to the left of \( A_2 \) (\( D_{v_1}(A_2) \)) excluding \( A_1 \) and \( A_2 \) (\( A_1^C \cap A_2^C \)), but which is not to the left of both \( A_1 \) and \( A_2 \) (\( [D_{v_2}(A_1) \cap D_{v_2}(A_2)]^C \)) nor to the right of both (\( [D_{v_1}(A_1) \cap D_{v_1}(A_2)]^C \)). Fig. 3(e) shows the region between the lungs obtained with this definition.

An example of the region between the lungs obtained in 3D with this definition is shown in Fig. 4(a).
Table 1

<table>
<thead>
<tr>
<th>Metric</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance of the heart centroid to the right lung (mm)</td>
<td>69.98 ± 7.96</td>
<td></td>
</tr>
<tr>
<td>Distance of the heart centroid to the left lung (mm)</td>
<td>47.35 ± 6.12</td>
<td></td>
</tr>
<tr>
<td>% of bounding box of lungs in y</td>
<td>31.7 ± 7.18</td>
<td></td>
</tr>
<tr>
<td>% of bounding box of lungs in z</td>
<td>32.1 ± 7.98</td>
<td></td>
</tr>
</tbody>
</table>

2.3. Modeling K3

The heart is placed in the anterior (closer to the chest than to the back) and inferior (near the diaphragm) region of the bounding box of the lungs. Here it is assumed that the patients are always in a similar position and that the orientation does not change from one patient to another (there is almost no difference in rotation), and therefore the bounding boxes of the lungs are comparable. This region is defined as the inverted cone that includes too many structures. Thus the use of K2 and K3 improves the results by refining anatomical knowledge.

As for K2, the position of the horizontal line $L$ was estimated by an expert on images from different patients and it has been confirmed by the results illustrated in Table 1 which shows the mean and standard deviation of the position of the centroid of the heart with respect to the bounding box of the lungs. The fuzzy set $\beta_{BB}$ is illustrated in Fig. 4(c) where it can be observed that the value of $\beta_{BB}$ decreases linearly when the distance to $L$ increases.

2.4. Using K1, K2 and K3

Although K2 and K3 are not as critical as K1, they have proved to be useful in order to get a robust and automatic initialization in all cases. If K1 is not included, anything but the heart can be segmented (typically, something in the abdomen if it is included in the image) because the processing is not centered in the region between the lungs. If K2 is not used, the aorta can be segmented instead of the heart, since it is between the lungs but not in the widest part between them. If K3 is not used, then some parts of the heart are not segmented but the aorta is included in the result of the segmentation since it is located in the superior region of the lungs bounding box. Without K2 and K3, the algorithm furnishes an incomplete result or a result that includes too many structures. Thus the use of K2 and K3 improves the results by refining anatomical knowledge.
The exploitation of all this anatomical knowledge is performed at two levels:

1. first a ROI is selected by combining the different pieces of anatomical knowledge (Section 3);
2. then the anatomical knowledge is introduced in the evolution scheme of a deformable model to find the boundaries of the heart inside the ROI (Section 4).

3. Definition of the ROI

The goal of the step described in this section is to find a ROI containing the heart which is defined as a sphere centered in a point obtained in a robust way using the anatomical knowledge modeled as stated in the previous section. In 2D, as explained by Gregson [8], the maximum of the distance function to the lungs (on a previously selected slice containing the heart) is a good candidate to be the center of a disk containing this organ. This uses only a part of K2 in 2D, which leads to a poor robustness in general. We propose to extend this idea to 3D and to improve the localization by using K1, K2 and K3. Thus, the algorithm to find the center of the ROI has the following steps:

1. Conjunctive fusion of $\beta_{\text{brw}}$, $\beta_{\text{ffl}}$ and $\beta_{\text{BB}}$:

   \[
   \beta_F(x) = \beta_{\text{brw}}(A_1, A_2)(x) \cdot \beta_{\text{ffl}}(x) \cdot \beta_{\text{BB}}(x).
   \]

   This conjunctive combination of K1, K2 and K3, realized with the t-norm “product”, means that the points with higher values will fulfill all the spatial constraints. The result of this combination is illustrated in Fig. 4(d).

2. Calculation of the sphere-ROI. The center of the sphere is defined as the point having the maximum value in the fusion result. The radius is defined as the value of the minimum distance to the right lung at this point plus 10% of this distance (so that the relation is large enough to include the heart in all cases).

This stage provides a restricted ROI for the heart (not too many surrounding structures included) and it has proven to be robust enough since it uses some stable characteristics of the center of the heart and relies on general anatomical knowledge. This is illustrated in Fig. 5, where the resulting ROIs for the 10 cases are superimposed on the original CT images.

4. Deformable model with anatomical constraints

Once the ROI is selected, a deformable model is used to segment the heart inside this region. Deformable models were introduced by Kass et al. [32] and are often used for segmentation in image processing [33–37]. They consist in defining an initial $m$-D object in $n$-D, with $n \geq m$ (a surface in 3D in the present case) that evolves under the effect of some forces towards a final state. In an optimal case, this final state corresponds to the object to be segmented.

The evolution of the deformable surface of negligible mass $X$ can be described using a dynamic force formulation and

![Fig. 5. Coronal (top) and axial (bottom) views of the superimposition of the obtained ROIs (circles) and the original images for the 10 cases.](image-url)
A small sphere has been chosen as initialization (instead of
computed correctly (i.e. it is in the center of the heart), the heart
in it in all tested cases. If the center of the ROI has been
sphere-ROI is large enough to ensure that the heart is contained
the sphere-ROI. This can be seen as a restriction. However, the
evolution, the deformable model is constrained to remain inside
organ. The initial small sphere is illustrated in Fig. 6. During its
deformable model evolves towards the external limits of this
the heart, there exist much less contrasted contours and thus the
erroneous segmentation would be obtained. However, inside
and deformed by enforcing contraction, the deformable model
uses directly the sphere-ROI) in order to ease the evolution of the


\[
\frac{\partial X}{\partial t} = F_{\text{int}}(X) + F_{\text{ext}}(X),
\]

where \( F_{\text{int}} \) is the internal force related to the physical properties or
constraints of the model that specifies the regularity of the
surface, and \( F_{\text{ext}} \) is the external force that drives the surface
towards the desired features in the image (in general image edges) and sometimes includes forces interactively introduced
by the user. The solution is the steady state of the previous
equation.

The internal force is defined as [32]
\[
F_{\text{int}} = \alpha \nabla^2 X - \beta \nabla^2 (\nabla^2 X),
\]

where \( \alpha \) and \( \beta \), respectively, control the surface tension (which
prevents it from stretching) and rigidity (which prevents it from bending) and \( \nabla^2 \) is the Laplacian operator.

The external force can be defined with the Gradient Vector Flow (GVF) [25] as also used in Refs. [19,20,38]. The GVF
defines a vector field towards the previously calculated contours of the image (the edge map). As proposed in Refs. [38,39]
the external force can also include spatial relations in order to
constraint the segmented object to stay in a region where given
spatial relations are satisfied.

The anatomical knowledge described in Section 2 is intro-
duced in the external force \( F_{\text{ext}} \) combined with a weighted
pressure force. Thus, the external force describes both edge in-
formation (GVF) and structural constraints:

\[
F_{\text{ext}} = \lambda F_{\text{gvf}} + (1 - \lambda) F_{R} + F_{P},
\]

where \( F_{\text{gvf}} \) is a classical data term that drives the model towards
the edges [25], \( F_{R} \) is a force associated to the spatial relations,
\( \lambda \in [0, 1] \) is a weighting parameter and \( F_{P} \) represents a pressure
force [40], normal to the surface.

4.1. Initialization of the deformable model

The initial surface is a sphere included in the ROI (same center)
chosen small enough so that it can be assumed that it has to expand to segment correctly the heart. In this work, the
size of the small sphere has been fixed to 10 mm, but it
could also be defined as a percentage of the radius of the ROI.
A small sphere has been chosen as initialization (instead of
directly the sphere-ROI) in order to ease the evolution of the
deformable model. If the sphere-ROI is used as initialization and
defomed by enforcing contraction, the deformable model stops at the high contrast contours outside the heart and an
erroneous segmentation would be obtained. However, inside
the heart, there exist much less contrasted contours and thus the
deformable model evolves towards the external limits of this
organ. The initial small sphere is illustrated in Fig. 6. During its
evolution, the deformable model is constrained to remain inside
the sphere-ROI. This can be seen as a restriction. However, the
sphere-ROI is large enough to ensure that the heart is contained
in it in all tested cases. If the center of the ROI has been
computed correctly (i.e. it is in the center of the heart), the heart
will be contained in the ROI.

\[
\begin{align*}
\partial u / \partial t &= c \nabla^2 u - ||\nabla \beta_R' ||^2 (u - \nabla \beta_R'), \\
u(x, 0) &= \nabla \beta_R'(x),
\end{align*}
\]

where \( t \) is the time parameter, \( x \) a point of space and \( c \) defines
the trade-off between the two terms (here it is equal to 0.15 as
suggested in Ref. [41]). The first equation is a combination of a diffusion term that will produce a smooth vector field and a data term that encourages \( \mathbf{u} \) to stay close to \( \nabla \beta_R \), i.e. we want it to be stronger when the variations of \( \beta_R \) are more important so that the deformable surface evolves from regions completely between the lungs towards regions not between the lungs. In regions where \( \| \nabla \beta_R \| \) is low, the diffusion term will prevail. The less the relation \( \beta_R \) is satisfied the higher the modulus of the force should be, thus it has to be proportional to \( \beta_R \). The following normalization is used: \( \mathbf{F}_R = \beta_R (\mathbf{u}/\| \mathbf{u} \|) \) where \( \mathbf{u} \) is the GVF defined by Eq. (11).

### 4.3. Pressure force proportional to spatial relations

The term \( \mathbf{F}_p \) in Eq. (10) represents a pressure force [40], normal to the surface and whose amplitude is \( w_p(x) = k_1 \beta_R + k_2 \) where \( k_2 \) represents the modulus of a constant pressure in all points of space and \( k_1 \) weights a pressure term proportional to \( \beta_R \). Their effect is explained in Section 5. This pressure force reinforces the effect of spatial relations and improves convergence as it is stronger at the points between the lungs which are the farthest from them (where \( \beta_R \) takes higher values), and it decreases when getting closer to them (where \( \beta_R \) takes lower values because the chosen spatial relations are less fulfilled). Indeed, this pressure force is needed to avoid the following effect: if the weight of \( \mathbf{F}_R \) is increased only with respect to \( \mathbf{F}_{gvf} \), the influence of the edge map is reduced and the accuracy of the segmentation near the contours of the image worsens.

### 5. Results

Our algorithm has been applied on 10 different cases of CT images. These exams come from different medical centers and have different characteristics (size, resolution, contrast). Their sizes are \( 512 \times 512 \times Z \) voxels with \( Z \) varying from 63 to 122 and their resolutions are typically around \( 2 \text{ mm} \times 2 \text{ mm} \times d_z \text{ mm} \) for the three directions of the space (\( x, y \) and \( z \), respectively), with \( d_z \) varying from 4.5 to 7.5 mm.

#### 5.1. Parameter tuning

In our experiments, the following parameters have been used:

- The radius of the initial sphere for the deformable model is small enough (10 mm) to ensure that the starting surface is completely contained inside the contours of the heart. An example of the initial contour is shown in Fig. 6.
- The value of \( \lambda \) is adapted for each particular case (see Table 3). In general, it gives a more important weight to the GVF force (\( \mathbf{F}_{gvf} \)) because it guides the deformable model towards the contours, whereas \( \mathbf{F}_R \) represents a more general evolution. However, the spatial relation force remains necessary for the evolution of the deformable model as illustrated in Fig. 8(a).
- The values of the constants \( k_1 \) and \( k_2 \) for the pressure force weight are shown in Tables 2 and 3. The parameter \( k_1 \) bal-
Fig. 8. Coronal and axial views of some results of heart segmentation. The contours, superimposed on the CT image, have been calculated: (a) using only the GVF force, which is not sufficient at all; and (b) using the GVF and a pressure force weighted with the membership function of the spatial relations ($F_p$), without the force derived directly from spatial relations. The result in (b) shows that $F_R$ is fundamental for the segmentation of the heart as, without the force $F_R$, the results are not satisfactory at all. These images correspond to the patient illustrated in Fig. 5(c).

Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius of initial sphere</td>
<td>10 mm</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>10000</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.2</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.1</td>
</tr>
<tr>
<td>$k_2$</td>
<td>0.2</td>
</tr>
<tr>
<td>$c$</td>
<td>0.15 (0.05–0.3)</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Patient</th>
<th>Dilation of right lung used for $K_2$ (cm)</th>
<th>% of bounding box of lungs used for $K_3$ (%)</th>
<th>$\lambda$</th>
<th>$k_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>40</td>
<td>0.6</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>33</td>
<td>0.7</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>33</td>
<td>0.7</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>33</td>
<td>0.6</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>33</td>
<td>0.8</td>
<td>0.1</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>33</td>
<td>0.7</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>33</td>
<td>0.8</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>25</td>
<td>0.7</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>33</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>33</td>
<td>0.5</td>
<td>2</td>
</tr>
</tbody>
</table>

These parameters have been chosen empirically. Table 2 shows the values of the parameters that remain stable for all cases. Table 3 shows the values of the parameters to be adapted for different cases in order to obtain satisfactory results. $\lambda$ may vary between 0.5 and 0.8 and $k_1$ has to be adapted depending on the case. For example, the value of $k_1$ is very different from the “standard” ones (only 0.1) for patients 4 and 5 in Table 3. These cases, the first term of the pressure force which is proportional to the spatial relations $\beta_R$ has little influence in the evolution of the deformable model whereas the second term with a constant pressure ($k_2$) remains present (cf. Section 4.3). Depending on the position of the initial small sphere and on the contrast of the images (and, in consequence, on the edge map for the GVF), it may be necessary to reduce the influence of the pressure force, in particular when other structures (the aorta, the liver) are contained in a first segmentation. In any case, this pressure force is essential as it improves the convergence of the model. The size of the dilation of the right lung (for $K_2$) and the percentage of the bounding box of the lungs (used for $K_3$) do not have to be changed in general, except for some particular cases (outliers of the distributions illustrated in Table 1).
How to tune the parameters: The first parameters to fix are the distances for K2 and K3. This can be done by computing the sphere-ROI and the initial small sphere. If it is centered in the heart, it is a good initialization. Otherwise, the morphological dilation of the right lung should probably be increased. This stage could be realized by using a user interface in order to ease interaction. Then $\lambda$ and $k_1$ have to be tuned. $\lambda = 0.7$ and $k_1 = 1$ are good initial parameters. Once the first result is computed, there exist several possibilities:

- If the resulting contour is too small compared with the heart or some parts of the organ (typically the apex) are not included in the segmentation, then $k_1$ (the pressure force) has to be increased.
- If the resulting segmentation is too large, then $\lambda$ has to be increased in order to give more importance to the influence of the contours (the GVF) with respect to the spatial relations force.
- If the heart is correctly delineated but the segmentation includes some parts of the aorta or the liver, either $\lambda$ has to be slightly increased or $k_1$ should be decreased a little.

These guidelines may be useful in cases the results are not completely satisfactory with the standard values of the parameters. However, in most cases, these standard values lead to results that are accurate enough for radiotherapy purposes (since an additional security margin is added anyway).

Figs. 8 and 9 show some results of the segmentation of the heart using different combinations of the forces:

- In Fig. 9(a) the heart has been segmented using the GVF and a force derived from spatial relations. The GVF guides the model towards the contours of the images and $F_R$ represents a more general evolution towards the regions not between the lungs as explained in Section 4. However, this combination is not sufficient to segment completely the heart since the deformable model does not reach the contours of the heart. For this reason, $F_p$ must be reinforced with a pressure force if an under-segmentation of the heart is not desired.
- The addition of a constant pressure force for the evolution of the deformable model improves the result. Nevertheless, the model inflates with the same strength in all directions, including parts of the surrounding structures (the aorta, the mediastinum and the liver) in the heart segmentation (Fig. 9(b)).
- The use of a pressure force weighted with the spatial relations avoids this undesired effect. This is illustrated in Fig. 9(c) where a satisfactory result is obtained. In this case, we have used the GVF, a force derived from spatial relations and a pressure force weighted with the membership function of the spatial relations as in Eq. (10). The addition of the spatial relations significantly improves the results. This is particularly visible near the left lung.
- If this weighted pressure force is used without the force directly derived from spatial relations, the results are not satisfactory at all, as it can be observed in Fig. 8(b). In this case, the deformable model expands but, as the force of spatial relations is not present, the GVF guides the surface towards the strongest contours of the image and not towards the appropriate regions.

5.2. Computation time and complexity

The computation of the membership function “between the lungs” (K1) is the most expensive step with respect to computation time. The algorithm to compute the region “between” has a complexity in $O(n^2)$ where $n$ is the number of voxels of the input image. However, the computation time is not a limitation (even in 3D) because the images can be under-sampled to obtain the region between the lungs, as a very precise result is not necessary at this stage. Thus, the image of the segmented lungs (with original sizes $512 \times 512 \times Z$ voxels with $Z$ varying from 63 to 122) is under-sampled to a much lower size

![Fig. 9. Coronal (top row) and axial (bottom row) views of some results of heart segmentation. The contours, superimposed on the CT image, have been obtained: (a) using $F_{GVF}$ and $F_R$: the heart is not completely segmented; (b) adding a constant pressure force for the evolution of the deformable model; some parts of the aorta are included in the heart segmentation; (c) using $F_{GVF}$, $F_R$ and $F_p$: this combination avoids the inclusion of other structures in the heart segmentation. These images correspond to the patient illustrated in Fig. 5(c).](image-url)
Table 4
Computation times for the membership function “between” the lungs without and with resampling of the images

<table>
<thead>
<tr>
<th>Operation</th>
<th>Computer performances</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total computation time under-sampling the images to $15 \times 15 \times 15$</td>
<td>Sun Sparc Ultra-4, 2 GB RAM</td>
<td>&lt; 4 min</td>
</tr>
<tr>
<td>Total computation time without under-sampling the images: $512 \times 512 \times 63$</td>
<td>Sun Sparc Ultra-4, 2 GB RAM</td>
<td>~ 17 h</td>
</tr>
</tbody>
</table>

(15 × 15 × 15 voxels), the region between them is computed using Eq. (1) and finally the resulting image is resampled to the original size (using a linear interpolation). In these conditions, the total computation time is less than 4 min and the computation of the region between the lungs takes about 65% of the total time. However, without under-sampling the computation time is much higher as shown in Table 4. The manual segmentation of the heart can take about 1 h for an expert. Therefore, the interest of the proposed method is to provide a fast result in a few minutes. Even if some interaction or even some correction of the result is necessary, our approach can ease the segmentation of the heart.

Noticeably, the important under-sampling of the images does not prevent obtaining a correct result. However, some parameters may have to be adapted. Fig. 10 shows the results obtained without and with under-sampling and the optimal parameters for each case.

The number of iterations for the evolution of the deformable model is set to 10,000, which has been empirically proven to be sufficient for convergence of the model, as the same results are obtained with a higher number of iterations. This takes less than 1 min with a 3.2 GHz (Pentium 4) Intel CPU, 1 GB RAM.

5.3. Evaluation

In Fig. 11 the results of our automatic heart segmentation method (in white) are compared with the manual segmentations (in black) for the 10 patients in Fig. 5. It can be observed that even for an expert the delineation of the limits of the heart in these regions remains very challenging due to the low contrast of the images. The further application of our segmentation algorithm is radiotherapy planning, where a large margin is outlined around the pathologies to irradiate. Therefore, the results illustrated here are considered as satisfactory.

In order to evaluate quantitatively our results, the 10 automatic segmentations obtained with our algorithm (A) have been compared with the 10 corresponding manual segmentations furnished by an expert (M). In the following $|A|$ is the cardinality of the set of voxels A. Results are quantitatively assessed using different criteria:

- the similarity index $S = 2|M \cap A| / (|M| + |A|)$ [42];
- the sensitivity $SENS(M, A) = |M \cap A| / |M|$;
- the specificity $SPEC(M, A) = |M \cap A| / |A|$ between both volumes;
the mean distance $D_m(M, A) = \frac{1}{2}[d_m(M, A) + d_m(A, M)]$

with

$$d_m(M, A) = \frac{1}{|M|} \sum_{p \in M} \min_{q \in A} d(p, q),$$

where $d$ is the Euclidean distance, between the surfaces.

As explained in Ref. [42] the similarity index $S$ is sensitive to variations in shape, size and position and a value of $S > 0.7$ indicates a strong agreement. The value of $S$ is equal to 1 when $A$ and $M$ totally overlap. The sensitivity (SENS) and specificity (SPEC) measures give us additional information about how the overlap of both structures is achieved. For instance, if the comparison of $A$ and $M$ yields a low sensitivity value but a high specificity one, it means that the automatic segmentation is too small. Both criteria are also equal to 1 if total overlap is achieved.

### 5.4. Discussion

Table 5 shows the obtained results. It can be observed that results are satisfactory as $S$ is higher than 0.7 for almost all 10 cases. This is also confirmed by the high values of sensitivity and specificity. As stated above, the voxel resolutions in $Z$ of these CT exams varies from 4.5 to 7.5 mm. Therefore, mean distances from 3.9 to 9.3 mm are perfectly acceptable. These results are also satisfactory if they are compared with the 5.5 mm of average error obtained by Funka-Lea et al. [13] on contrast CT exams with sub-millimeter resolutions.

<table>
<thead>
<tr>
<th>Patient</th>
<th>Similarity index</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Mean distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.77</td>
<td>0.96</td>
<td>0.64</td>
<td>6.4</td>
</tr>
<tr>
<td>2</td>
<td>0.70</td>
<td>0.90</td>
<td>0.58</td>
<td>9.3</td>
</tr>
<tr>
<td>3</td>
<td>0.74</td>
<td>0.92</td>
<td>0.62</td>
<td>7.4</td>
</tr>
<tr>
<td>4</td>
<td>0.84</td>
<td>0.83</td>
<td>0.84</td>
<td>3.9</td>
</tr>
<tr>
<td>5</td>
<td>0.80</td>
<td>0.91</td>
<td>0.71</td>
<td>4.9</td>
</tr>
<tr>
<td>6</td>
<td>0.75</td>
<td>0.78</td>
<td>0.72</td>
<td>6.1</td>
</tr>
<tr>
<td>7</td>
<td>0.71</td>
<td>0.88</td>
<td>0.60</td>
<td>6.6</td>
</tr>
<tr>
<td>8</td>
<td>0.67</td>
<td>0.71</td>
<td>0.62</td>
<td>7.1</td>
</tr>
<tr>
<td>9</td>
<td>0.77</td>
<td>0.81</td>
<td>0.73</td>
<td>4.5</td>
</tr>
<tr>
<td>10</td>
<td>0.64</td>
<td>0.60</td>
<td>0.70</td>
<td>7.8</td>
</tr>
<tr>
<td>Average</td>
<td>0.74</td>
<td>0.83</td>
<td>0.68</td>
<td>6.4</td>
</tr>
</tbody>
</table>

Distances are in millimeters (mm).

It can be observed that the values of the specificity are in general lower than those of the sensitivity. This means that our method furnishes segmentations of the heart larger than the manual delineations, which is consistent with the fact that, in radiotherapy applications, larger results are preferred to under-segmentations (see examples in Figs. 11(a), (b) and (e) corresponding to patients 1, 2 and 5, respectively).

The best results are obtained for patient 4, illustrated in Fig. 11(d). Indeed, the result of the automatic segmentation is visually close to the manual one. This is confirmed by the high value of $S$ (0.84) and the low mean distance (3.9 mm).
Fig. 12. Results of automatic heart segmentation for two cases where a tumor is present in the right (a) and in the left lung (b). Images in (a) correspond to the patient illustrated in Fig. 5(a) and images in (b) to the patient in Fig. 5(c).

Sensitivity and specificity have high values (0.83 and 0.84, respectively) in this case. The highest mean distance is the one of patient 2. In this case, the segmentation includes a part of the aorta (see Fig. 11(b)). This is due to the fact that there is no edge information to separate it from the heart. This is one of the most challenging difficulties of our approach. Another difficulty is the separation of the heart and the liver. However, our method furnishes correct results for all cases. Only for patient 4 (Fig. 11(d)) a small part of the liver has been included in the heart segmentation.

The results shown in Table 5 for patient 6 have been computed with a morphological dilation of 8 cm for K2 (instead of the 3 cm used for the other cases). The segmentation was not correct with 3 cm, as confirmed by the low values of the similarity index (0.57), sensitivity (0.46) and specificity (0.40), and the high mean distance (11.2 mm). This dilation value furnished a wrong initialization (the small sphere was not centered in the heart). Therefore, different dilation values were tested (from 2 cm to 10 cm). The best result was computed with a dilation of 8 cm.

Our algorithm has been used on images coming from different centers and from different patients. Thus, there are differences in the contrast of the images and in the anatomy of the patients. Due to the differences in contrast, some limits between organs (or inside them) are visible in some of the studies and not in others. For example, a quite clear contour can be seen inside the heart in Fig. 11(e), which is not present in the other cases. Our automatic segmentation approach deals with these differences. However, as illustrated with patient 6, the variations in anatomy from one patient to another are sometimes important and thus some parameters have to be adjusted for different images. In particular, in exams realized on children or in the case of lung resection, the parameters (and specially those based on distances) will probably need to be tuned. This may happen with different CT acquisition protocols, i.e. images acquired during normal breathing or in maximal inspiration (in this work the CT images are acquired in maximal inspiration). All the distances could be normalized with respect to the size of the lungs or to the size of the body, in order to find the parameters that could fit in all cases.

6. Conclusion

We propose an approach that uses fuzzy structural knowledge coming from spatial relations in order to segment the heart in CT images in a robust way. First, spatial relations are used to define the ROI of the heart and then, from the fuzzy sets representing the spatial relations, a new external force is derived and it is introduced in the evolution scheme of a deformable model.

As illustrated by our results, the modeling of the spatial relations and their incorporation into the deformable model
evolution significantly improve the segmentation of the heart compared with the classical approaches that are guided by a pressure force and GVF, by excluding non-desirable structures such as the aorta or the liver. The results have been evaluated by comparing them with segmentations of the heart realized manually by an expert, which shows the accuracy attained with our approach. These preliminary quantitative results show a strong agreement between the manual segmentations and the ones obtained by our approach, and confirm the potential of the proposed method. Nevertheless, the segmentation of the heart in CT images remains a difficult task as, even for experts, it is complicated to define the limits of this organ in this modality. For this reason, our method should be applied to larger databases, with manual segmentations obtained from a common agreement of a group of experts to go further in the evaluation.

7. Future work

One of the foreseen applications of our method is radiotherapy planning. Usually radiotherapists delineate a relatively wide margin around sensitive organs which must not be affected by radiation. This margin, which may be of several centimeters (particularly in the lungs due to the breathing) is much larger than the mean distances shown in Table 5. Thus, the obtained results show that our segmentation method provides accurate enough results for the segmentation of the heart. Fig. 12 shows some results of heart segmentation with a tumor in the lungs. This illustrates the usefulness of the segmentation of the heart in radiotherapy planning as, once the segmentations of the heart and the tumor are computed, the delineation of the security margins is much easier and could even be automated. In addition to this, our method can also be used for diagnosis of other cardiovascular diseases. In particular, the new combined devices PET/CT and SPECT/CT, widely used in cardiology and oncology, often furnish non-contrast and low-resolution CT images. Our approach, as opposed to the one by Funka-Lea et al. [13] for example, is adapted to this type of data.

Future work aims at applying our algorithm to other imaging modalities such as positron emission tomography (PET) images, and experimenting with other definitions of the spatial relation “between” [26]. In addition to this, the research of the best parameter combination could be automated in order to take into account potential variations in anatomy. The most sensitive step of our method is the initialization of the deformable model. If the small sphere is not centered inside the heart, the results of the segmentation may be unsatisfactory. This step can be improved by adding an interactive interface at this stage in order to let the user correct the initialization if necessary. This kind of interaction is easily accepted and even often desired by clinicians.

Further applications include the use of the segmentation of the heart in registration algorithms based on structures [43] or based on features/landmarks [44], necessary even in PET/CT and SPECT/CT combined devices, and subsequently, in radiotherapy planning procedures.
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