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ABSTRACT

While particle filters are now widely used for object tracking in videos, the case of multiple object tracking still raises a number of issues. Among them, a first, and very important, problem concerns the exponential increase of the number of particles with the number of objects to be tracked, that can make some practical applications intractable. To achieve good tracking performances, we propose to use a Partitioned Sampling method in the estimation process with an additional feature about the ordering sequence in which the objects are processed. We call it Ranked Partitioned Sampling, where the optimal order in which objects should be processed and tracked is estimated jointly with the object state. Another essential point concerns the modeling of possible interactions between objects. As another contribution, we propose to represent these interactions within a formal framework relying on fuzzy sets theory. This allows us to easily model spatial constraints between objects, in a general and formal way. The association of these two contributions was tested on typical videos exhibiting difficult situations such as partial or total occlusions, and appearance or disappearance of objects. We show the benefit of using conjointly these two contributions, in comparison to classical approaches, through multiple object tracking and articulated object tracking experiments on real video sequences. The results show that our approach provides less tracking errors than those obtained with the classical Partitioned Sampling method, without the need for increasing the number of particles.

1. Introduction

Since the 1990’s, the particle filter has been widely used in the mono-object tracking community, thanks to its natural dispositions for tracking purposes, its reliability to deal with non-linear systems, and its easiness of implementation. However, extending this methodology to multiple object tracking is not straightforward. Usually estimating more objects needs substantially more particles, the association problem between measures and objects has to be solved, and interactions between objects should be modeled.

The adaptation of particle filters to track several objects has been extensively addressed in the literature, in many different ways. In [1], the authors propose a Jump Markov System (JMS) that models and jointly estimates the object states, the number of objects to track, and the association hypotheses between measures and objects. In [2], the particle filter integrates interactions between objects and measures using a Joint Probabilistic Data Association Filter (JPDAF), that provides an optimal data solution in the Bayesian framework. In [3] the distribution of association hypotheses is computed using a Gibbs sampler. The authors in [4,5] use a Joint Multitarget Probability Density (JMPD) to estimate the number of objects and their states. In [6], the authors model the filtering distribution as a mixture model to handle multiple objects, and use an Adaboost procedure to detect objects leaving and entering the images. Two multi-object algorithms are proposed in [7], namely the Sequential Sampling Particle Filter (SSPF), which individually generates objects using a factorization of the importance weights, and the Independent Partition Particle Filter (IPPF), which considers that the associations between objects and measures are independent over the individual objects.

A major issue with the importance sampling, used in particular in particle filters, is that it suffers from the problem of the curse of dimensionality [8,9]. This means that the particle filter requires a number of particles that increases exponentially with
the number of objects, making the use of a particle filter for multiple object tracking intractable as soon as the number of objects is greater than three. Therefore, the authors in [10,11] proposed a particle filter that avoids this additional cost using a Partitioned Sampling strategy. In [10], they consider an exclusion principle to handle the data association problem (i.e. specifying that a measurement may be associated with at most one object). The principle of Partitioned Sampling is to partition the state space, by considering one element of the partition per object. The objects are processed in a prefixed order, that we call scenario, and particles that are the most likely to fit with the real state of the object are selected using a weighted sampling approach. The considered order matters since it can lead to unsuitable behaviors of the filter, such as loosing tracks, for example when the first considered object is hidden. In fact, as pointed in [12], the use of a prefixed order in the scenario for the joint state estimation can cause a lot of problems, caused by a particle cloud impoverishment effect. To avoid this, in [12], the filtering distribution is modeled as a mixture law, in which each component designates a specific order of processing of the objects, that is estimated using a Partitioned Sampling technique. This idea was also used in [13] to merge different features of an object. However, the number of particles used for each component is fixed, that can limit the performances of the filter if the order of processing is not optimal [12].

Handling several objects in a particle filter raises another type of problem. It is often necessary to model possible interactions between objects, in order to estimate jointly object states. Most approaches make specific hypotheses (see for example [14]), that are directly related to the application, making the model not generalizable. Generally speaking, spatial relations constitute an important type of structural information, useful in scene description and interpretation, as acknowledged in various domains. Although most relations have a clear intuitive meaning, expressing them mathematically is not obvious because they may be vague or imprecise. This is for instance the case for relative directions such as to the right of. Modeling such relations in a fuzzy set framework is then appropriate [15] since it allows considering them as a matter of degree, which can be tuned according to the context. For instance saying that two objects are far from each other depends on the application context, on the objects, and on the image resolution. Several definitions of fuzzy models of spatial relations have been proposed (see e.g. [16] for a review), and used in structural object recognition and image interpretation [17–19], data clustering [20], or single object tracking [21]. This type of information, to our knowledge, has however not been used so far in a multiple object tracking procedure (spatial constraints have only been used in specific ways, in a non fuzzy formalism [14]), and we show here that it is interesting to do so.

In this paper, that extends a preliminary work in [22], we propose to integrate fuzzy spatial constraints into the particle filter framework for multiple object tracking and to jointly estimate object states and their optimal processing order. We call this approach Ranked Partitioned Sampling. This allows us to consider the whole set of possible orders and to automatically prune irrelevant scenarios. We consider here that the number M of objects is known (but can vary over time), and we handle automatically possible hidden parts of objects by other ones.

This article is organized as follows: The particle filter for multiple object tracking is first presented in Section 2. The Partitioned Sampling procedure proposed in [10,11] is described in Section 3. Section 4 presents the fuzzy spatial constraint framework and its introduction in the particle filter framework, as our first contribution. The Ranked Partitioned Sampling, which constitutes the second main contribution of this paper, is then proposed in Section 5, and some considerations about the visibility of objects are given in Section 6. We show experimental results in Section 7, before concluding in Section 8.

2. Particle filter for multiple object tracking

2.1. Particle filter

Let us consider a classical filtering problem and denote by \( \mathbf{x}_t \) the hidden state at time \( t \) of an object to be tracked, and by \( \mathbf{y}_t \) the measurement state extracted from the image sequence. The system describing the temporal evolution of \( \mathbf{x}_t \) and the measurement equation are defined as follows:

\[
\mathbf{x}_t = f_t(\mathbf{x}_{t-1}, \mathbf{v}_t) \tag{1}
\]

\[
\mathbf{y}_t = h_t(\mathbf{x}_t, \mathbf{w}_t) \tag{2}
\]

where \( f_t \) models the non-linear temporal evolution of \( \mathbf{x}_t \), \( h_t \) is the non-linear measurement equation, and \( \mathbf{v}_t \) and \( \mathbf{w}_t \) are independent white noises. The non-linear Bayesian tracking consists in estimating the posterior filtering density function \( p(\mathbf{x}_t | \mathbf{y}_{1:t}) \) (where \( \mathbf{y}_{1:t} \) notes the series of measures from time 1 to time \( t \)), expressed by:

\[
p(\mathbf{x}_t | \mathbf{y}_{1:t}) = \frac{p(\mathbf{y}_t | \mathbf{x}_t) \ p(\mathbf{x}_t | \mathbf{y}_{1:t-1})}{\int_{\mathbf{x}_t} p(\mathbf{y}_t | \mathbf{x}_t) \ p(\mathbf{x}_t | \mathbf{y}_{1:t-1}) d\mathbf{x}_t} \tag{3}
\]

with \( p(\mathbf{y}_t | \mathbf{x}_t) \) the prediction (or prior) density function defined as:

\[
p(\mathbf{x}_t | \mathbf{y}_{1:t-1}) = \int_{\mathbf{x}_t} p(\mathbf{x}_t | \mathbf{y}_{1:t-1}) p(\mathbf{x}_t | \mathbf{x}_{1:t-1}) d\mathbf{x}_t \tag{4}
\]

When the filtering density function cannot be computed in a closed form, i.e. when the system is non-linear and non-Gaussian, particle filters are used to approximate it by a weighted sum of \( N \) Dirac masses \( \delta_{\mathbf{x}_t} \) centered on hypothetic state realizations \( \{\mathbf{x}_t^{(n)}\}_{n=1}^N \) of the state \( \mathbf{x}_t \), also called particles [23]. Then, the filtering distribution \( \mathbb{P}(d\mathbf{x}_t | \mathbf{y}_{1:t}) \) is recursively approximated by the empirical distribution \( \mathbb{P}(d\mathbf{x}_t | \mathbf{y}_{1:t}) = \sum_{n=1}^N w_t^{(n)} \delta_{\mathbf{x}_t^{(n)}}(d\mathbf{x}_t) \), where \( \mathbf{x}_t^{(n)} \) is the nth particle and \( w_t^{(n)} \) its weight. If an approximation of \( \mathbb{P}(d\mathbf{x}_t | \mathbf{y}_{1:t}) \) is known, the process is divided into three main steps:

1. The diffusion step consists in estimating \( p(\mathbf{x}_t | \mathbf{y}_{1:t-1}) \) by propagating the particle swarm \( \{\mathbf{x}_t^{(n-1)}, \mathbf{w}_t^{(n)}\}_{n=1}^N \) using an importance function \( q(\mathbf{x}_t | \mathbf{x}_t^{(n-1)}, \mathbf{y}_t) \).
2. The update step then computes new particle weights using the new observation \( \mathbf{y}_t \) as:

\[
w_t^{(n)} = \frac{p(\mathbf{y}_t | \mathbf{x}_t^{(n)}) q(\mathbf{x}_t^{(n)} | \mathbf{x}_t^{(n-1)}, \mathbf{y}_t)}{q(\mathbf{x}_t^{(n-1)} | \mathbf{x}_t^{(n-1)}, \mathbf{y}_t)} , \quad \text{such that} \sum_{n=1}^N w_t^{(n)} = 1.
\]
3. Resampling techniques are employed to avoid particle degeneracy problems, leading for instance to the classical Sequential Importance Resampling (SIR) filter [23].

2.2. Multiple object tracking using particle filter

When dealing with multiple objects, the previous model has to be adapted. The first proposed approach might be the one in [24], and consists in simply applying the SIR filter [23] to \( \mathbf{x}_t \), defined as a concatenation of several objects states \( \mathbf{x}_t = (\mathbf{x}_t^{(1)}, \ldots, \mathbf{x}_t^{(M)}) \), with \( \mathbf{x}_t^{(i)} \in \mathbb{R}^d \) the unknown state of the ith object and M the fixed number of objects. The same process as the one described in Section 2.1 can then be used. However, a problem involved in multiple object tracking is that the likelihood cannot be directly computed. Indeed, the presence of several objects in the images induces several
measures (observations), and the problem is to know which object is related to which measure(s) and to compute its likelihood accordingly. This is known as the data association problem. Let us denote by \( \mathbf{y}_t = (y^1_t, \ldots, y^D_t) \) the measurement state extracted from the image sequence: it is necessary to determine the good associations between objects \( \{ \mathbf{x}^i_{t-1} \}_{i=1}^M \) and observations \( \{ y^j_t \}_{j=1}^V \).

Some usual questions to be answered are: can an object be related to several measures, or at most to one measure? Can a measure be a false alarm? Can it come from several objects? Each possible answer leads to specific hypotheses and to different models of association between data (observations, measures) and targets (objects in image processing). For example, the authors in [3] consider that a measure can come from an object or be a false alarm, and that an object can provide zero, one or several measures. In [2], the authors also consider that a measure can come from an object or be a false alarm, but that an object can provide at most one measure. Other approaches [25] propose to represent the data association problem in a game theoretic formalism, and to find a Nash equilibrium indicating that a satisfactory global configuration was found. Other classical multiple object tracking particle filters have been proposed in [1,4–7].

However, in computer vision, the hypotheses of the data association problem are often relaxed, and the most usual one is that a measure can come from an object or be a false alarm (and one object gives one measure). This hypothesis was used in [10,26], and one observation problem are often relaxed, and the most usual one is that a measure process depends on the visibility of objects. In the proposed method, the visibility will be considered too, in particular in the case of hidden objects. This will be detailed in Section 6.

### 2.3. Problem of state vector dimension

Due to the importance sampling procedure used in particle filters, an increase in the dimensionality of \( \mathbf{x}_t \) systematically induces an increase in the variance of the particle weights, leading to a potential impoverishment of the particle set (i.e. only a small part of this set actually represents the object). The issues related to high dimensions have been highlighted in [28]. Filters dedicated to multiple object tracking have been proposed in [29,30], and the Rao-Blackwellised particle filter was proposed in [31]. However, the effective implementation of these filters is not always straightforward and may even not be possible.

In the case of tracking two objects, where \( \mathbf{x}_t^1 \) and \( \mathbf{x}_t^2 \) are two states evolving in the same space \( \mathbb{X}^2 \), it has been shown in [11] that \( N^2 \) particles are necessary to achieve the same level of tracking performance as when tracking a single object with \( N \) particles. Similarly, it can be shown that for \( M \) objects, \( N \) is exponentially increasing with the dimension of \( \mathbf{x}_t \).

To tackle the dimensionality problem, the authors in [11] propose, instead of directly sampling from the joint configuration of the objects, to decompose the vector state of the objects by partitioning the state space, and then handling one object at a time. This process is called Partitioned Sampling, and is presented next.

### 3. Partitioned Sampling

The Partitioned Sampling (PS), introduced in [10,11], decomposes the joint state space \( \mathcal{X}^M \) into a partition (or a Cartesian product) of \( M \) elements: \( \mathcal{X} = \mathcal{X}^1 \times \ldots \times \mathcal{X}^M \), with \( \mathcal{X}^i \) the state space of the \( i \)th object. The construction of this partition is implicit, and consists in associating each element \( x^i \) of the partition with an object \( i \), and for each of them, applying the transition (dynamics) and performing a weighted resampling operation. It is then necessary to define one transition function and one weighted resampling function per object. The partitioning is supposed to be known, and for multiple object tracking, an element could be one object or a group of objects. Here we assume that the partition is defined according to the set of objects to be tracked (one element per object).

In the following, we first explain the weighted resampling strategy, and then the global algorithm of Partitioned Sampling.

#### 3.1. Weighted resampling

A weighted resampling operation transforms a particle set \( \{\mathbf{x}^{(n)}_t, w^{(n)}_t\}_{n=1}^N \) into another one \( \{\mathbf{x}^{(n)}_{t+1}, w^{(n)}_{t+1}\}_{n=1}^N \) while keeping the distribution intact [10,32]. We consider a strictly positive function \( g \), also called weighting function. The resampling process aims at resampling the particles set according to the peaks of \( g \), i.e. generating more samples for higher values of \( g \). The weighting factors \( \{\rho^{(n)}\}_{n=1}^N \) are called importance weights and are defined as \( \rho^{(n)} = g(\mathbf{x}^{(n)}_t) / \sum_{n=1}^N g(\mathbf{x}^{(n)}_t) \). Finally the particle set \( \{\mathbf{x}^{(n)}_{t+1}, w^{(n)}_{t+1}\}_{n=1}^N \) is obtained by simulating according to the distribution defined by the weights \( \{\rho^{(n)}\}_{n=1}^N \), i.e. \( \mathbf{x}^{(n)}_{t+1} \sim \sum_{n=1}^N \rho^{(n)} \delta_{\mathbf{x}^{(n)}_t} (\mathbf{x}) \).

#### 3.2. The Partitioned Sampling procedure

By denoting \( \sim \) the resampling procedure according to the particle weights \( \{w^{(n)}_t\}_{n=1}^N \) the dynamics process of object \( i \), possibly conditioned by objects already generated \( \mathbf{x}_t^{i-1} \in \{\mathbf{x}^{(k)}_t\}_{k=1}^i \), and \( \sim g_0 \) the weighted resampling operation of the \( i \)th object, the weighted Partitioned Sampling operation is summarized in Fig. 1, and the whole algorithm is given in Algorithm 1.

**Algorithm 1.** Approximation of the posterior distribution \( P(\mathbf{dx}_t | \mathbf{y}_{t+1}) \) by a particle filter algorithm using Partitioned Sampling with \( M \) objects (see text for notations).

**Input:** Approximation of the posterior distribution at \( t-1 \):

\[
P(\mathbf{dx}_{t-1} | \mathbf{y}_t) \sim \sum_{n=1}^N w^{(n)}_{t-1} \delta_{\mathbf{x}^{(n)}_{t-1}} (\mathbf{dx}_{t-1})
\]

**Output:** Approximation of the posterior distribution at \( t \):

\[
P(\mathbf{dx}_t | \mathbf{y}_t) \sim \sum_{n=1}^N w^{(n)}_t \delta_{\mathbf{x}^{(n)}_t} (\mathbf{dx}_t)
\]

begin
1. Sample \( \{\mathbf{x}^{(n)}_{t-1}, 1/N\}_{n=1}^N \) from \( \{\mathbf{x}^{(n)}_{t-1}, w^{(n)}_{t-1}\}_{n=1}^N \) using the multinomial resampling algorithm [33,34].

2. Partitioned Sampling: for \( i = 1, \ldots, M-1 \) do
   - Generate the index of object : for \( n = 1, \ldots, N \) do
     - Compute \( \rho^{(n)}(i) \) and \( g_0(i) \)
     - Sample \( \mathbf{x}_t^{(n)}_i \) from \( \rho^{(n)}(i) \delta_{\mathbf{x}^{(n)}_{t-1}} (\mathbf{x}) \)
     - Compute \( w^{(n)}_t \)
   end
end
\( x^{(n)}_t \sim q(X_t | x^{(n)}_{t-1}, y_t) \)

- Compute the resampling probabilities \( \{p^{(n)}_t\}_{n=1}^N \): for \( n = 1, \ldots, N \) do
  \[
  p^{(n)}_t \propto \frac{g_t(x^{(n)}_t)}{q(x^{(n)}_t | x^{(n-1)}_t, y_t)} , \quad \text{such that} \quad \sum_{n=1}^N p^{(n)}_t = 1
  \]
- Resample using the weighted resampling: for \( n = 1, \ldots, N \) do
  - Select the index \( k^{(n)}_t \) of a sample randomly generated from probabilities \( \{p^{(n)}_t\}_{n=1}^N \):
    \[
    k^{(n)}_t \sim P(k_t \mid p^{(n)}_t) = \sum_{n=1}^N p^{(n)}_t g_k
    \]
  - Set the state: \( x^{(n)}_t = x^{(k^{(n)}_t)}_t \)
  - Compute the normalized importance weight:
    \[
    w^{(n)}_t \propto \frac{W^{(n)}_t}{p^{(n)}_t} , \quad \text{such that} \quad \sum_{n=1}^N w^{(n)}_t = 1
    \]
- Copy the particle cloud \( \left\{ (x^{(1)}_{t-1}, x^{(1:M)}_{t-1}), w^{(1)}_t \right\}_{n=1}^N = \left\{ (x^{(1)}_{t-1,M})_n, w^{(1)}_t \right\}_{n=1}^N \)

3. for \( n = 1, \ldots, N \) do
- Generate for the last object of index \( M \):
  \( x^{(M)}_t \sim q(x^{(M)}_t | x^{(M-1)}_t, y_t) \)
- Compute importance weights using the multiple object joint likelihood:
  \[
  w^{(n)}_t \propto \frac{p(y_t | x^{(n)}_t) \prod_{i=1}^M p(y_t | x^{(i)}_t)}{q(x^{(n)}_t | x^{(n-1)}_t, y_t)}, \quad \text{such that} \quad \sum_{n=1}^N w^{(n)}_t = 1
  \]
  return \( P_n(dx_t | y_{1:t}) = \sum_{n=1}^N w^{(n)}_t x^{(n)}_t (dx_t) \)

Although any weighting function \( g_t \) asymptotically keeps the posterior probability unchanged, the objective of this step is to obtain an accurate representation of this probability. We consider a factorization of the likelihood such that it allows us to deal with each object independently, hence each observation is related to one object. Let \( y_t = (y^1_t, \ldots, y^M_t) \) be the observation vector. The likelihood is given by \( p(y_t | x_t) = \prod_{i=1}^M p(y^i_t | x^i_t) \). Then, the likelihood \( h_i = p(y^i_t | x^i_t) \) of object \( i \) appears to be a natural choice for defining the weighting function \( g_t \), and leads to the diagram proposed in Fig. 2, in which the chosen prior importance distribution for the dynamics is \( f_t = p(x^{i-1} | x^i_t) \). Note that the assumption of independence of the observations conditionally to the states is commonly used for modeling the likelihood in a simple way.

### 3.3. Discussion

The Partitioned Sampling is a very efficient sampling method since, by alleviating the dimension problem, it considerably reduces the computation cost. However, as discussed in [12], the order of processing of the considered objects has a direct impact on the performance of the tracker. This is due to the \( M \) successive weighting resampling procedures performed by the algorithm. Hence, objects placed at early stages will be prone to more impoverishment effects than the others. On the other side, objects placed at the end may suffer from a lack of diversity even before being considered, which may also lead to tracking errors. Illustrations of this drawback can be found in [35] (Chapter 4).

The method presents an additional difficulty. If occlusions occur, one may quite rightly handle visible objects first, and hence adopt a dynamic ordering strategy. The solution proposed in [10] is called Branched Partitioned Sampling (BPS), and consists in adding a vector of visibility to the global estimation, and then in recursively grouping together particles with an identical realization of this vector, generating an hypothesis tree. Considering a tracking problem with \( M \) objects, this method may divide particles into \( M! \) hypotheses. This solution has however two major drawbacks. First, by dividing \( N \) particles into \( M! \) hypotheses, the interest of the Partitioned Sampling is lost, since the particles no longer try to survive over a large set of \( N \) particles but over possible irrelevant sets of \( N! \) elements. Secondly, the algorithm can propagate particles into sub-trees of the hypothesis tree in which the visibility vector is erroneous, with no possibility of comparing them with the particles of the other sub-trees: this can lead to a false joint posterior distribution estimation.

The Dynamic Partitioned Sampling (DPS), proposed in [12], uses a mixture model to represent the posterior distribution. Each mixture component represents a specific order of processing of the objects. In their experiments, the authors used \( M \) predefined permutation sets, each one owning \( N/M \) particles. This strategy improves the Partitioned Sampling results since it alleviates impoverishment effects, especially when occlusions occur. However, using a fixed small subset of possible permutations might not be robust. Moreover, splitting particles into several sets has the same drawback as the Branched Partitioned Sampling, since particles evolve into subsets.

To overcome these problems, we propose a new sampling strategy, called Ranked Partitioned Sampling (RPS). Moreover, in order to take into account interactions between objects in their joint state estimation, we propose to introduce spatial relations in the definition of the probability of an object’s state at time \( t \), conditionally to the object’s state at \( t - 1 \) and to the other objects’ states. We first describe our modeling of spatial relations in Section 4, and its introduction into Partitioned Sampling, then present our Ranked Partitioned Sampling in Section 5.

### 4. Modeling fuzzy spatial constraints between objects

In this section, we propose a new model for integrating spatial constraints expressed in a fuzzy form in a probabilistic tracking approach.

#### 4.1. Modeling fuzzy spatial constraints

We propose to model explicitly interactions between objects as fuzzy spatial relations defined for one, two or more objects. They will be considered as constraints the objects should satisfy during the tracking process, and are therefore called fuzzy spatial constraints.

---

**Fig. 2.** Diagram of the Partitioned Sampling procedure using the likelihood \( h_t = p(y_t | x_t) \) as weighting function (adapted from [10]).
Each type of relation is considered as a linguistic variable, taking a small number of linguistic values [36]. The granularity of this representation can be defined by the application. The semantics of each linguistic value is defined by a fuzzy set on the variable domain. For instance, for a distance relation, this domain is $\mathbb{R}^+$. If two objects have to be close to each other, then a fuzzy set $\mu_{\text{close}}$ is defined on this domain. For an instance of these two objects, their actual distance $d$ is computed, and $\mu_{\text{close}}(d)$ provides the degree to which the relation is satisfied. This principle is used here for all considered relations. Typically such degrees of satisfaction may be evaluated between an object as seen at instant $t-1$ and the same object at $t$, or between an object and previously processed objects in the order of processing.

In this work, we consider more specifically fuzzy spatial constraints defined by unary fuzzy operators, such as the concept of the size of an object (which may take the values small, medium, large, ...); by binary operators, such as the concept of relative orientation (to the right of, to the left of, etc.); by ternary operators, such as the concept of rank in an ordered sequence (the first of, in the middle of, the last of); and more generally n-any operators. In this paper, we focus on binary, ternary and quaternary operators, considering concepts of intersection, distance, angle and alignment. To merge several spatial relations or constraints, a fuzzy fusion operator is used (see e.g. [37]).

Let $\mathbf{x}_k$ be an hypothetical state of an object and $\mathbf{\tilde{x}}_k = (\mathbf{\tilde{x}}_1, \ldots, \mathbf{\tilde{x}}_l)$ be the vector state of $l$ objects already processed at time $t$ in a given order of processing. We now define a fuzzy membership function $\nu_k(\mathbf{x}_t) \in [0, 1]$ which describes to which degree an object configuration $\mathbf{x}_k$ satisfies the spatial constraints imposed by $\mathbf{\tilde{x}}_k$. Denoting by $K$ the number of spatial constraints we consider, we define their fusion $\nu_k$ as:

$$\nu_k(\mathbf{x}_t) = \bigwedge_{k=1}^{K} \nu_k^b(\mathbf{x}_t)$$

where $\bigwedge$ is a fusion operator, for example a t-norm (fuzzy conjunction) [38], and $\nu_k^b(\mathbf{x}_t) \in [0, 1]$ the membership function representing the $k$th spatial constraint, that defines the degree to which object $\mathbf{x}_k$ satisfies the constraint $k$, with respect to objects $\mathbf{\tilde{x}}_l$. For example, considering a binary fuzzy relation, $\nu_k^b(\mathbf{x}_t)$ is defined as:

$$\nu_k^b(\mathbf{x}_t) = \psi(\mathbf{x}_k; \mathbf{\tilde{x}}_l)$$

with $\psi$ a fusion operator, for example a t-norm, and $\nu_k^b(\mathbf{x}_t) \in [0, 1]$ the value of the membership function of the $k$th spatial constraint between the current object and object $l$ (component $\mathbf{\tilde{x}}_l$ of $\mathbf{\tilde{x}}_k$).

For example, if $\mathbf{x}_k$ corresponds to the spatial coordinates of an object, then the value at medium distance between two objects $\mathbf{x}_i$ and $\mathbf{x}_j$ can be defined by a trapezoidal function such as:

$$\nu_k^b(\mathbf{x}_t) = \begin{cases}
\frac{|x_i - x_j|}{a-b} & \text{if } |x_i - x_j| \leq a, b; \\
1 & \text{if } |x_i - x_j| \in [b, c] \\
1 - \frac{|x_i - x_j|}{d-c} & \text{if } |x_i - x_j| \in [c, d]; \\
0 & \text{otherwise}
\end{cases}$$

with $a, b, c, d$ the parameters of the trapezoidal function with support $[a, d]$ and core $[b, c]$.

The form of function $\nu_k^b(\mathbf{x}_t)$ can be chosen depending on the application. Fig. 3 shows an example of spatial relation constraints for the fingers of a hand. Here we show a simple example using a rectangular membership function (i.e. binary membership) just to illustrate the proposed idea. Section 7 presents more fuzzy spatial relation constraints, with other fuzzy membership functions (see for example Fig. 15). The middle finger corresponds to state $\mathbf{x}_k = \mathbf{x}_a$ for which we want to constrain the central position, and fingers index finger, ring finger and little finger form the concatenated state vector $\mathbf{\tilde{x}}_k = (\mathbf{x}_a, \mathbf{x}_i, \mathbf{x}_l)$ that have already been processed. The binary spatial constraint associated with index finger $B_{\mathbf{x}_k}(\mathbf{x}_a)$ represents the degree to which the middle finger is to the right of the index finger (Fig. 3a), and the spatial constraints associated with the ring finger and little finger represent the degree to which the middle finger is to the left of the ring and little fingers (Fig. 3b and c). By using the t-norm min as fusion operator $\psi$ (Eq. (6)), we get the global orientation constraint (Fig. 3d). For visualization purpose, in these figures spatial representations of the constraints are used, where gray levels represent the degree of satisfaction of the constraints at each point in space (black corresponds to a high degree of satisfaction). This example will be further developed in Section 7.3.

In a similar way, considering ternary constraints, $\tau \nu_k^b$ is defined as:

$$\tau \nu_k^b(\mathbf{x}_t) = \frac{\tau}{l_{i-1}} \frac{\tau}{l_{l+1}} \tau \nu_k^b(\mathbf{x}_i; \mathbf{x}_l)$$

with $\tau \nu_k^b(\mathbf{x}_i; \mathbf{x}_l) \in [0, 1]$ the value of the membership function of the $k$th spatial constraint between the current object and objects $l_i$ and $l_l$.

Lastly, the final membership value $\mu_k(\mathbf{x}_t)$ describing fuzzy spatial constraints imposed by a set of objects $\mathbf{\tilde{x}}_k$ is defined from the function $\nu_k(\mathbf{x}_t)$ (Eq. (5)), by using a fixed exponent $\gamma \in \mathbb{R}^+$ to control the form of the function $\mu_k$:

$$\mu_k(\mathbf{x}_t) = \nu_k(\mathbf{x}_t)^\gamma$$

Examples of binary, ternary, and quaternary constraints modeled respectively by $\nu_k^b$, $\tau \nu_k^b$, and $\nu_k^q$ will be given in Section 7.

---

Fig. 3. Spatial representations of orientation constraints between fingers of the hand, expressed for the middle finger: (a) relation to the right of index finger, (b) relation to the left of ring finger, (c) relation to the left of little finger, and (d) global constraint result by using the fusion operator $\psi = \min$. Already processed objects (index finger, ring finger and little finger) are displayed in red. Black indicates that the constraint is satisfied. The spatial constraint is computed at each pixel, using the function modeling the relation (here, a rectangular one).
4.2. Introducing fuzzy spatial constraints into a probabilistic framework

The next step consists in introducing the fuzzy spatial constraints \( \mu_k(x_i) \) into the probabilistic framework used for tracking. We propose to define the transition probability distribution of an object \( x_i \) conditionally to its past realization \( x_i^{t-1} \) and to a group of already processed objects \( x_j \) by combining the transition density \( p(x_i|x_i^{t-1}) \) and spatial constraints imposed by the vector \( x_i \), modeled by \( \mu_k(x_i) \).

Introducing fuzzy information in a probabilistic context may be done using the possibility theory [39], or defining fuzzy events [40]. Fuzzy events have already been introduced in a particle filter framework in order to specify the dynamics of parameters [21], and are appropriate for this kind of probabilistic model, since they allow combining in an elegant way fuzzy set semantics and probabilistic ones. In this section, after recalling the concept of fuzzy event, we will employ a similar strategy as in [21] to define the conditional distribution \( P(x_i \in dx|x_i^{t-1}, x_j) \).

4.2.1. Fuzzy event [40]

A fuzzy event \( A \) is a fuzzy set, defined by a measurable membership function \( \mu_A : \mathbb{R} \rightarrow [0,1] \). Under a probability measure \( \mathbb{P} \), the probability of a fuzzy event \( A \) is defined as:

\[
P(A) = \mathbb{E}[\mu_A] = \int \mu_A(x) \, d\mathbb{P}
\]

(9)

The conditional probability of a fuzzy event \( A \) of membership function \( \mu_A \) given a fuzzy event \( B \) of membership function \( \mu_B \) is expressed as:

\[
P(A|B) = \frac{P(A \cap B)}{P(B)} = \frac{\int \mu_A(x) \mu_B(x) \, d\mathbb{P}}{\int \mu_B(x) \, d\mathbb{P}}
\]

(10)

where the probability of the conjunction \( P(A \cap B) \) corresponds to the product t-norm of \( A \) and \( B \) and is defined by the membership function \( \mu_A, \mu_B \), so as to be consistent with the probabilistic framework.

4.2.2. Fuzzy spatial constraints

We propose to use the concept of fuzzy event to integrate the fuzzy spatial constraints \( \mu_k \) imposed by a group of already processed objects \( x_i \) into a probabilistic framework, in order to guide the transition of a new object \( x_i \). Here the fuzzy event represents the spatial constraints, noted \( A_k \), and its membership function is defined by \( \mu_k \) (Eq. (8)). The transition of the new object \( x_i \) should also use its previous state \( x_i^{t-1} \) to take into account its dynamics, which is described by a classical transition model. We define the transition distribution \( P(x_i \in dx|x_i^{t-1}, x_j) \) depending on the constraints imposed by already processed objects \( x_j \) and on the previous state \( x_i^{t-1} \), with \( dx \) a fuzzy event of infinitesimal support centered on \( x_i \), as:

\[
P(x_i \in dx|x_i^{t-1}, x_j) = P(x_i \in dx|x_i^{t-1}, x_j \in A_k)
\]

(11)

Considering the conditional distribution given in Eq. (10), the transition distribution \( P(x_i \in dx|x_i^{t-1}, x_j) \) is written as:

\[
P(x_i \in dx|x_i^{t-1}, x_j \in A_k) = \frac{P(x_i \in dx, x_i \in A_k, x_i^{t-1})}{P(x_i \in x_i^{t-1}, x_j)} = \frac{\int \mu_A(x) \mu_k(x) \mu(x_i^{t-1}) \, dx}{\int \mu_k(x) \mu(x_i^{t-1}) \, dx} = D(A_k, x_i^{t-1}) \, \mu_k(x_i) \, \mu(x_i^{t-1})
\]

(12)

with \( X \) the definition space of \( x_i \) and \( \mu_k \) the fuzzy spatial constraints imposed by \( x_j \) and defined by Eq. (8). The last line in Eq. (12) is obtained by using the fact that the fuzzy set \( dx \) is of infinitesimal support centered on \( x_i \). Generally, the computation of the denominator \( D(A_k, x_i^{t-1}) \) is intractable in a closed form. We propose to approximate this term using a simple S-weighted sampling procedure:

\[
D(A_k, x_i^{t-1}) \approx \left[ \frac{\sum \mu_k(x_i)}{N} \right]^{-1} \text{ with } \{x_i^n\}_{i=1}^N \sim p(x_i|x_i^{t-1})
\]

(13)

In practice, only a small number of samples is required (e.g. \( N = 10 \)). Moreover, this computational cost may be greatly reduced thanks to the resampling procedure used in the particle filter: first, it allows computing the term just for distinct particles; secondly, particles with the same ancestors may be used to estimate this term, hence reducing the number \( S \) of samples by the number of duplicated particles.

In general, it is difficult to analytically compute \( \mu_k \), making the simulation according to \( P(x_i \in dx|x_i^{t-1}, x_j) \) unfeasible. The term \( \mu_k \) is then considered in the correction phase (i.e. when updating the particle weights), and the simulation of the particles is done by only using \( p(x_i|x_i^{t-1}, x_j) \). In cases where a closed form of the function \( \mu_k \) is known, the simulation according to Eq. (12) would remain difficult (except for very simple cases), but would allow us to generate particles depending on constraints \( \mu_k \) and then to take into account the transition distribution \( p(x_i|x_i^{t-1}) \) during the weight update step.

4.3. Spatial relations and Partitioned Sampling

Let us now come back to the Partitioned Sampling approach. The dependence between states is handled by our model introducing fuzzy spatial constraints, and we introduce the interaction density function defined in Eq. (8) into the dynamical model, leading to \( f_i = p(x_i|x_i^{t-1}) D(A_k^{t-1}, x_i^{t-1}) \mu_k\). This model can be viewed as the pairwise Markov Random Field prior probability used in [13,14,41]. However, in a more general perspective, it is often impossible to directly generate samples from \( \mu_k \). Then, we consider \( f_i = p(x_i|x_i^{t-1}) \) whereas the likelihood integrates the interaction term, i.e., \( h_i = p(y_i|x_i) D(A_k^{t-1}, x_i^{t-1}) \mu_k \). This procedure has no impact on the posterior probability since it can be seen as an importance sampling step [14]. Note that a more sophisticated importance distribution could also be used, as in Algorithm 1. Under these assumptions, the approximation process is simplified, and given in Algorithm 2.

Algorithm 2. Approximation of the posterior distribution \( P(x_i|y_i) \) by a particle filter algorithm using Partitioned Sampling, with \( M \) objects, and using as weighting function for the ith object its likelihood, integrating spatial constraints.

**Input:** Approximation of posterior density at \( t-1 \):

\[
P(dx_{i-1}|y_{1:t-1}) \approx \sum_{i=1}^N w_i^{(t-1)} \delta_{x_i^{(i-1)}}(dx_{i-1})
\]

**Output:** Approximation \( P_N \) of the posterior density at \( t \):

\[
P(dx_i|y_{1:t})
\]

begin

1. Copy the particle cloud \( \{x_i^{(n)}, w_i^{(n)}\}_{n=1}^N = \{x_i^{(n)}_0, w_i^{(n)}_0\}_{n=1}^N \)

2. for \( i = 1, \ldots, M \) do

   • Resample \( \{x_i^{(n)}, 1/N\}_{n=1}^N \) from \( \{x_i^{(n)}_0, w_i^{(n)}_0\}_{n=1}^N \) using the multinomial resampling algorithm.

   • for \( n = 1, \ldots, N \) do

     • Generate \( x_i^{(n)} \sim p(x_i|x_i^{(n) - 1}) \)

     • Compute importance weights:

       \[ w_i^{(n)} \propto p(y_i|x_i^{(n)}) \]

       \[ D(A_k^{t-1}, x_i^{(n) - 1}) \mu_k(x_i^{(n)}) \]

       such that \( \sum_{n=1}^N w_i^{(n)} = 1 \)

   return \( P_N(dx_i|y_{1:t}) = \sum_{i=1}^N w_i^{(t)} \delta_{x_i^{(i)}}(dx_i) \)
5. Ranked Partitioned Sampling (RPS)

The main idea behind the method we propose is to jointly estimate the state of the objects and their order of processing. Objects with highest confidence are considered in earlier stages, because they are supposed to better get through the impoverishment phenomenon of the particles. Each processing order is then compared with the others, implicitly pruning unlikely branches. The adaptive choice of the order of processing aims at limiting the impoverishment effect.

A key point is to introduce a random variable \( \mathbf{a}_t \) representing the position (or rank) of object \( i \) in a processing order. Let \( \mathbf{a}_t = (a_1^t, \ldots, a_M^t) \) be the set of ranks for all objects at time \( t \), i.e. a permutation over all objects. We call \( \text{scenario} \) the inverse permutation \( \mathbf{a}^{-1}_t \) considered at a particular instant \( t \), denoted by \( s_t = (s_1^t, \ldots, s_M^t) \), and which represents the ordered sequence of objects. Hence the \( k \)-th component of a scenario is defined as follows: 

\[ s_t^k = \begin{cases} 1 & \text{if and only if } a_t^k = k, \\ \sum_{i=1}^M i \delta_{a_t^k, i}, & \text{with } \delta_{a_t^k, i} \text{ the Kronecker function that equals } 1 \text{ if } a = b, 0 \text{ otherwise}. \end{cases} \]

\( \delta_{a_t^k, i} \) indicates the object processed at step \( k \).

Let us consider the following example: four objects are considered, with their ranks \( o = (2, 3, 4, 1) \). This means that object 1 is considered in 2nd position, object 2 in 3rd position, etc. The scenario then corresponds to \( s = (4, 1, 2, 3) \) and indicates in which order objects will be considered in the sequential estimation process (first object 4, then object 1, etc.).

We consider fixed probabilities of transition of the positions (i.e. independent of objects \( i \) and time \( t \)):

\[ \forall i \in \{1, \ldots, M\}, \forall t, \quad \Pr \left( s_{t+1}^i = i | s_t^i = j \right) = \Pr \left( \mathbf{a}_t^i = h | \mathbf{a}^{-1}_t = k \right) = \alpha_{k,h}. \quad (14) \]

The probability \( \Pr \left( \mathbf{a}_t^i = h | \mathbf{a}^{-1}_t = k \right) \) is meaningful and useful to indicate the probability for object \( i \) to move from position \( k \) in the scenario at \( t-1 \) to position \( h \) in the scenario at \( t \). On the other hand, \( s_t^k \) is mainly used for indicating the rank of each object at time \( t \), but we are not directly considering probabilities such as \( \Pr \left( \mathbf{a}_t^i = h | s_t^i = j \right) \) (i.e. probability that object \( j \) has the rank \( k \) at \( t-1 \) and is then replaced by object \( i \) at this position at \( t \)), since in general no prior information is available to derive this probability in a meaningful way. So it is more relevant to deal with \( \Pr \left( \mathbf{a}_t^i = h | \mathbf{a}^{-1}_t = k \right) \).

The use of a predefined and fixed transition matrix allows to intuitively set transition probabilities of the discrete process. For this modeling, we favor static states, and coefficients \( \alpha_{k,h} \) have therefore maximal values on the diagonal. However the matrix does not need to be symmetric, as it will be the case in Section 7 (see for example Eq. (21)). This matrix is denoted by \( Q_{\alpha} = (\alpha_{k,h})_{k,h \in \{1, \ldots, M\}^2} \).

By first considering objects placed at the earliest positions at time \( t-1 \), the joint transition distribution of \( \mathbf{a}_t \) is expressed as:

\[ \Pr \left( \mathbf{a}_t \mid \mathbf{a}_{t-1} \right) = \prod_{k=2}^{M} \left[ \Pr \left( \mathbf{a}_t^k \mid \mathbf{a}^{-1}_t \right) = k, a_1^{t-1}, \ldots, a_{k-1}^{t-1} \right] \quad (15) \]

with \( s_t^k \equiv s_t^{a_t^k} \), the time subscript being omitted to simplify notations.

In the previous example, let us assume that the ordering \( o = (2, 3, 4, 1) \) was estimated at \( t-1 \). Then Eq. (15) gives:

\[ \Pr \left( \mathbf{a}_t \mid \mathbf{a}_{t-1} \right) = \frac{\Pr \left( \mathbf{a}_t^1 \mid \mathbf{a}^{-1}_t \right) \Pr \left( \mathbf{a}_t^2 \mid \mathbf{a}^{-1}_t \right) \Pr \left( \mathbf{a}_t^3 \mid \mathbf{a}^{-1}_t \right) \Pr \left( \mathbf{a}_t^4 \mid \mathbf{a}^{-1}_t \right)}{\Pr \left( \mathbf{a}^{-1}_t \right)} \]

The way the joint distribution \( \Pr \left( \mathbf{a}_t \mid \mathbf{a}_{t-1} \right) \) is decomposed is thus provided by the estimation at \( t-1 \) of the scenario \( s_{t-1} = (4, 1, 2, 3) \).

The last conditional distribution in Eq. (15) depends on the transition matrix defined in Eq. (14) and on the positions already allocated to previous objects:

\[ \Pr \left( \mathbf{a}_t^k \mid \mathbf{a}^{-1}_t \right) = h, a_1^{t-1}, \ldots, a_{k-1}^{t-1} \right) = \left[ 1 - \sum_{j=1}^{k-1} \alpha_{h,j} \right] \alpha_{k,h} + \frac{1}{M-k+1} \sum_{j=k}^{M} \alpha_{j,h} \]

with \( s_t^k \equiv s_t^{a_t^k} \). The first term in the product ensures that the probability is set to 0 if the position \( h \) has already been assigned. The second term contains the transition probabilities from positions \( h \) to \( k \), as defined in Eq. (14), and a term that uses probabilities of transition of the assigned positions (i.e. the positions \( a_1^{t-1}, \ldots, a_{k-1}^{t-1} \) of already processed objects) to balance the distribution in a uniform way. As \( k-1 \) positions have already been allocated, there remain \( M-(k-1) \) positions available, that explain the common denominator of the last sum. A proof that Eq. (16) defines a probability distribution is given in Appendix A.

Let us again detail Eq. (16) for the previous example, with \( o_{t-1} = (2, 3, 4, 1) \) and \( s_{t-1} = (4, 1, 2, 3) \). The conditional probabilities defined by Eq. (16) are then:

\[ \Pr \left( \mathbf{a}_t^1 \mid \mathbf{a}^{-1}_t = 1 \right) = \alpha_{1,1} \]

\[ \Pr \left( \mathbf{a}_t^2 \mid \mathbf{a}^{-1}_t = 2 \right) = \left[ 1 - \sum_{j=1}^{1} \alpha_{h,j} \right] \alpha_{2,h} + \frac{1}{M-1} \sum_{j=2}^{M} \alpha_{j,h} \]

Let us now detail the joint estimation of state and scenario. We decompose the joint transition density \( p(x_t, o_t, x_{t-1}, o_{t-1}) \) in the following way:

\[ p(x_t, o_t, x_{t-1}, o_{t-1}) = p(x_t, o_t) \cdot p(o_t, o_{t-1}) \]

where \( p(o_t, o_{t-1}) \) is the transition distribution defined in Eq. (15). Conditioned by the sequence order defined by \( o_t \) and \( s_t \), the transition density of the vector state \( x_t \) is decomposed by first considering the objects placed in the earliest positions:

\[ p(x_t, o_t, x_{t-1}, o_{t-1}) = \prod_{k=1}^{M} p(x_t^k | x_{t-1}^k, x_t^{k+1}, \ldots, x_t^M) \]

Hence, the order of the Markov chain defined by the components of \( x_t \), i.e. by the components of objects \( \{x_t^k \}_{k=1}^M \), is given by the discrete process of the list of ranks \( o_t \) or, in an equivalent manner, by the discrete process representing a scenario \( s_t \).

For the example of scenario \( s_{t-1} = (4, 1, 2, 3) \), if we suppose that its transition at \( t \) is \( s_t = (4, 2, 1, 3) \), then \( s_t \) defines the decomposition of the joint probability density of the state dynamics (Eq. (18)):

\[ p(x_t, o_t) = p(x_t^1 | x_{t-1}^1, x_t^2, \ldots, x_t^M) \]

According to the discussion in Section 3, we simplify the dynamic process by conditioning an object’s state only by its own state at \( t-1 \):

\[ f_k = p \left( x_t^k | x_{t-1}^k, x_t^k, \ldots, x_t^M \right) = p \left( x_t^{k-1} | x_{t-1}^k \right) \]

This choice is considered for the simplicity of the presented algorithm. Defining \( b_k \) by an importance function \( q \), such as in Algorithm 1, is of course possible. In the same way, the likelihood is defined as:

\[ p(y_t | x_t, o_t) = \prod_{k=1}^{M} p(y_t^k | x_t^k) \]

To summarize, at a time \( t \), for each particle, the algorithm first generates a scenario. Then, at position \( k \) of the process (scenario), it resamples the set of particles, proposes a new state of the object \( s_t^k \) at this position using dynamics, and computes the likelihood.
The approximation of the joint filtering distribution of \( \{x_t, o_t\} \) is obtained once the \( M \) positions have been computed. By setting the final likelihood, taking into account interactions between objects, \( h_i = p(y_t^i | x_t^i) D \left( y_t^i | x_t^i \right) H_{x_t^i} \), we obtain the diagram in Fig. 4, and the approximation process is given in Algorithm 3. As in Algorithm 2, we consider, to simplify, the weighting function \( g_i = h_i \), and the importance distribution \( \hat{f}_i = p(x_t^i | x_{t-1}^i) \).

**Algorithm 3.** Approximation of the posterior distribution \( P(dx_t | y_{1:t}) \) by a particle filter algorithm using Ranked Partitioned Sampling, with \( M \) objects, using as weighting function for the ith object its likelihood, integrating spatial constraints.

**Input:** Approximation of the posterior distribution at \( t-1 \):
\[
P(dx_{t-1}, o_{t-1} | y_{1:t-1}) \simeq \sum_{m=1}^{N} w_{t-1}^m \delta(x_{t-1}^m, o_{t-1}^m) (dx_{t-1})
\]

**Output:** Approximation \( P_N \) of the posterior distribution at \( t \):
\[
P(dx_t, o_t | y_{1:t})
\]

1. **begin**
   - Copy the particle cloud \( \left\{ \left( x_t^{(n)}, o_t^{(n)} \right), w_t^{(n)} \right\}_{n=1}^{N} = \left\{ \left( x_{t-1}^{(n)}, o_{t-1}^{(n)} \right), w_{t-1}^{(n)} \right\}_{n=1}^{N} \)
   - Generate the set of ranks of objects and the scenario: for \( n = 1, \ldots, N \) do
     - Generate \( o_t^{(n)} \sim P(o_t | o_{t-1}^{(n)}) \) according to Eq. (15)
     - Compute the scenario \( s_t^{(n)} : \forall i = 1, \ldots, M. s_t^{(n)} = \sum_{k=1}^{N} \delta(k) \)
   - for \( i = 1, \ldots, M \) do
     - Resample \( \left\{ \left( x_t^{(n)}, o_t^{(n)} \right), w_t^{(n)} \right\}_{n=1}^{N} \) from \( \left\{ \left( x_t^{(n)}, o_t^{(n)} \right), 1/N \right\}_{n=1}^{N} \) using the multinomial resampling algorithm.
     - for \( n = 1, \ldots, N \) do
       - Let \( s_t^i \neq s_t^{(n)} \)
       - Generate \( x_t^{(n)} \sim p(x_t | x_{t-1}^{(n)}) \)
       - Compute importance weights:
         \[
w_t^{(n)} = p(y_t^i | x_t^{(n)}) D \left( y_t^i | x_t^{(n)} \right) H_{x_t^{(n)}} \delta_{x_t^{(n)}}(dx_t)
         \]
         s.t. \( \sum_{n=1}^{N} w_t^{(n)} = 1 \)
   - return \( P_N(dx_t, o_t | y_{1:t}) = \sum_{n=1}^{N} w_t^{(n)} \delta_{x_t^{(n)}}(dx_t) \)

**6. Dealing with hidden objects**

In a scene containing several objects, some of them may be occluded by other ones. In order to avoid misleading likelihoods, this has to be considered in the tracking process.

There are many ways to deal with hidden objects. A possible choice is to estimate a visibility vector and then conditioning the likelihood [10,27]. The visibility for each object can have two states (visible or not). The model includes the probability of each state, as well as the transition probability from each state to the other. It is also possible to simply consider a mixture likelihood with fixed weights [42]. In [26], the visibility is determined by estimating the 3D position of the object. As it has already been discussed in Section 2.2, this problem may also be handled by considering a data association vector [1–3].

In our approach, inspired by [12], we choose to implicitly deal with the visibility problem, instead of modeling and estimating explicitly probabilities of visibility states and their transitions. The visibility is handled in the likelihood by considering scenarios (i.e. ordered sequence of objects to be tracked) in which an object is assumed to be more visible if it appears earlier in the scenario. Thus the visibility itself is not modeled explicitly, which contrasts with previous approaches. For each object in the scenario, regions of the image occupied by previously processed objects in this scenario are not considered for computing the likelihood of the current object. This guarantees that, given that the previous objects are correctly tracked, only the visible part of the current object will be actually involved in the computations related to this object. This will be experienced in Section 7.1. Note that assuming that a measure can come from at most one object can be false in cases of objects which are close to each other: in such cases, the extracted measures and their association to objects also depend on the resolution of the sensor.

The different approaches do not exclude each other, and it is for instance possible to integrate a vector of visibility into our Ranked Partitioned Sampling, by adapting the distribution for generating scenarios of Eq. (16), and conditioning it by the vector of visibility. Nevertheless, the advantage of an implicit modeling is that it does not require to increase the state vector dimension.

**7. Experimental results**

We propose three experiments, on various image sequences, that will show:

- the interest of the Rank Partitioned Sampling (RPS), associated with the notion of implicit visibility given by the scenario, by comparing it with the Branched Partitioned Sampling (BPS) (Section 7.1);
- the stability of RPS when all possible scenarios seem to be equivalent (Section 7.2);
- the interest of RPS by comparing it with Partitioned Sampling (PS) (Section 7.3);
- the interest of fuzzy spatial constraints by comparing the results with those obtained without constraints (Sections 7.2 and 7.3).

**7.1. People tracking**

The goal of this first experiment is to track people moving in an indoor environment (Fig. 5). We consider a public sequence [43], from which we extracted 280 frames where three pedestrians walk and occult each other. Here we consider that their trajectories are independent from each other, hence we do not model any spatial constraint. The primary aim of this experiment is to test the behavior of RPS, in particular the importance of the implicit non visibility, and to compare the results with those obtained with BPS, that is an extension of PS dealing with occlusions between objects (see Section 3.3).

The objects (persons) to track are represented by vertical surrounding rectangles with fixed size and orientation. Let \( x_i = (x_i^1, y_i^1) \) be the unknown state of object i (a person), with \( (x_i, y_i)^T \) the 2D coordinates of its center. The dynamics is a random walk, i.e. \( x_i^j = f(x_i^{j-1}, v_i) = x_i^{j-1} + v_i \) with \( v_i \) a white Gaussian noise,
with diagonal covariance matrix $\sigma^2 = 4^2$. To assess the stability of the approach, we considered three transition matrices

$$
Q^1 = \begin{bmatrix}
0.8 & 0.15 & 0.05 \\
0.1 & 0.8 & 0.1 \\
0.05 & 0.15 & 0.8 
\end{bmatrix}
$$

$$
Q^2 = \begin{bmatrix}
0.5 & 0.35 & 0.15 \\
0.25 & 0.5 & 0.25 \\
0.15 & 0.35 & 0.5 
\end{bmatrix}
$$

$$
Q^3 = \begin{bmatrix}
0.1 & 0.2 & 0.7 \\
0.45 & 0.1 & 0.45 \\
0.7 & 0.2 & 0.1 
\end{bmatrix}
$$

Matrix $Q^1$ allows an object to be considered in the same order, from one frame to another. This is an example where the transition matrix is not symmetric. For intermediate ranks $1 < k < M$, it is natural to define equal probabilities for the transition to rank $k - i$ or to rank $k + i$, with $i < \min(k, M - k - 1)$, thus giving an object the same chance to gain or lose ranks in the scenario. However, this is not true for the extreme ranks that have less possibilities to change rank. Therefore we increase their probability to gain (for the last object in the scenario) or loose (for the first object in the scenario) ranks. Matrix $Q^2$ adds flexibility by defining less contrasted coefficients (values on the diagonal are lower than those in $Q^1$) while values off diagonal are higher). This could be useful when occlusion statuses change quickly. We expect that this should not alter too much the quality of the results. Matrix $Q^3$ supports an object to shift its processing order. It means that visible objects that are computed first are likely to be considered farther and hence hidden at the following step. This should decrease the performance of the method since it corrupts the order of visibility of the objects.

For the BPS, we model a visibility vector $v_i = (v^1_i, \ldots, v^M_i)$, with $v^1_i = 1$ meaning that the object $i$ is visible, and $0$ otherwise. The transition probability from state visible to state hidden, $p(v_i^j = 0 | v_i^{j-1} = 1)$, $\forall i = 1, \ldots, M$, is fixed to 0.2, and the transition probability from state hidden to state visible to 0.5. These probabilities have been fixed empirically, in a way that they give priority to the state visible, although being flexible enough to deal with sudden occlusions. For the RPS, we implicitly consider the visibility of an object by its position in the processing order (i.e. the objects which are visible are ranked first in the scenario), hence no spatial constraint is necessary for this first experiment. For both methods, visible objects are considered first, although in the RPS the visibility vector is not modeled explicitly since the scenario vector determines the visibility of an object (see Section 6). Then, particles with a correct scenario will be more likely duplicated than the others.

The likelihood of an object is defined from the distance between a color model histogram and a candidate histogram as in \cite{44}. However, only the visible part of the object is considered to avoid penalizing hidden or partially hidden objects (parts of objects overlapping with previously processed objects in the scenario are considered as hidden). Hence the visible part of an object corresponds to the region which has no intersection with previously processed objects.

Let $a^i_s$ denote the set of pixels covered by the rectangle surrounding object $i$ at $t$, defined by its state $x^i_t, h^i_t = (h^i_t(u))_{u=1}^T$, the learned histogram model for object $i$ (computed in the first frame where the object has been manually segmented), and $h_{bc} = (h_{bc}^i(u))_{u=1}^T$, the histogram model of the background (computed in a region of interest manually defined in the first frame), and $u$ the index of the bin of an $U$-length histogram. The likelihood can be written as:

$$
\begin{align*}
\exp \left(-\lambda \left( d^2 \left[ h^i_t, h(\tilde{a}^i_s) \right] - d^2 \left[ h_{bc}, h(\tilde{a}^i_s) \right] \right) \right) 
\end{align*}
$$

with $\lambda = 30$ empirically fixed, $d^2$ the Bhattacharyya distance and $\tilde{a}^i_s$ the set of visible pixels of object of index $s^i$, determined by already processed objects of indices $\{s^j\}_{j=1}^{t-1}$. An example of the likelihood is given in Fig. 6. When we wrongly consider that an object is always visible (Fig. 6b), the obtained values at the true position of the object are lowered, because of the presence of another object occlud-
ing it. Therefore the obtained weights will favor off-centered locations, that actually contain a part of the real object. In Fig. 6c, in which we consider that the blue object is processed first, and thus that it is more visible than the green object, this latter does not take into account pixels belonging to the blue object, which leads to a better localization of the high density values of the likelihood.

We performed the tracking using $N = 500$ particles. Scores are averaged over 20 runs. For $Q_1^a$, $Q_2^a$ and $Q_3^a$, we obtained a mean RMSE of 17.9, 18.7 and 22.4, respectively. With the PS filter, a mean RMSE of 21.6 was obtained. First, differences observed using $Q_1^a$ and $Q_2^a$ are very reduced and not really significant. This shows the stability of the method. However, we can observe that experimental results with $Q_1^a$ are better than the ones with $Q_2^a$ and $Q_3^a$. This is consistent with the intuition that visible objects at a certain time are likely to remain visible at the next step. This remark also explains the poor results obtained with $Q_3^a$, which was expected since its coefficients are not relevant for this application. Finally, the two first matrices led to better results than the PS. Tracking results obtained by the RPS using $Q_1^a$ and by the PS are illustrated in Fig. 7. Rectangles in red correspond to the estimation of objects (i.e. the Monte Carlo expected value of their center). As mentioned in Section 3.3, in the BPS, the particles may be divided into $M!$ sets, which may maintain scenarios where the visibility hypotheses are wrong. Moreover, the visibility vector is not well adapted in the case where the number of objects is greater than two, since it does not solve anymore the data association problem. These two points explain the differences in the results obtained by the BPS and the RPS (see e.g. second and last images). Fig. 8c and d show the root mean square errors (RMSE) for each tracked person obtained by BPS and RPS, respectively. The error is computed as the root of the average over time of the square difference between the estimated value of the state and its true value. Overall RPS performs better than BPS. Fig. 8b presents the posterior probabilities obtained by the RPS for a person to be considered first in the processing order induced by $o$, where a low probability indicates that the person is likely to be partially hidden. The probabilities estimated for example at times 24, 99, 205, and 212 are consistent with the sequence (Fig. 7). This is observed for instance at times 205, 212 and 259 of Fig. 7b, in which person 3 is hiding person 2, who is hiding person 1. Then, person 3 moves away, when person 2 is still hiding person 1, and this is reflected consistently by the change in probabilities displayed in Fig. 8b, which ranks person 3 first, before favoring person 2 at time 212.

7.2. Ant tracking

In the second experiment, we propose to track ants in a top-view sequence (Fig. 9). This test sequence has been successfully studied in [14], using a MCMC-Based particle filtering approach, and also in a geometry-based particle filter [45]. It contains 750

![Fig. 7. People tracking results at different times. (a) BPS, (b) RPS. The last one better deals with occlusions, see for example times 24, 212, and 259.](image)
frames in which 4–8 ants are moving. Ants are entering and leaving the field of view by a hole in the center of the images, simulating the process of birth and death of ants. The number $M$ of ants can then vary over time, but is supposed to be known in each image. Thanks to the position of the camera there is no occlusion, and we exploit this hypothesis by modeling a spatial constraint of exclusion.

As in the first example, objects are represented by rectangles with fixed size ($12 \times 40$ pixels), but their orientation may vary. The state of object $i$ is defined as $x_i^t = (x_i^t, y_i^t, \theta_i^t)^T$, where $(x_i^t, y_i^t)^T$ denotes the position of the rectangle surrounding the object in the 2D image (center of the rectangle) and $\theta_i^t$ its orientation. Dynamics of position and orientation are random walks. The position is subject to a Gaussian white noise, with a diagonal covariance matrix with $\sigma_x^2 = \sigma_y^2 = 11^2$ (those values are slightly higher than those used in [14] since this last method may present a more robust simulation process by using a MCMC method). The noise for orientation is also a Gaussian white one, with variance $\sigma_\theta^2 = 0.3^2$. The transition matrix $Q_a$ is set to:

$$Q_a = \begin{bmatrix}
0.5 & 0.2 & 0.1 & 0.07 & 0.05 & 0.03 & 0.03 & 0.02 \\
0.15 & 0.43 & 0.15 & 0.1 & 0.07 & 0.05 & 0.03 & 0.02 \\
0.09 & 0.14 & 0.39 & 0.14 & 0.09 & 0.07 & 0.05 & 0.03 \\
0.06 & 0.085 & 0.14 & 0.39 & 0.14 & 0.085 & 0.06 & 0.04 \\
0.04 & 0.06 & 0.085 & 0.14 & 0.39 & 0.14 & 0.085 & 0.06 \\
0.03 & 0.05 & 0.07 & 0.09 & 0.14 & 0.39 & 0.14 & 0.09 \\
0.02 & 0.03 & 0.05 & 0.07 & 0.1 & 0.15 & 0.43 & 0.15 \\
0.02 & 0.03 & 0.03 & 0.05 & 0.07 & 0.1 & 0.2 & 0.5
\end{bmatrix}$$

Probabilities $(z_{a,k})_{(a,k) \in \{1,...,M\}}^t$ have been manually defined, to give flexibility in the rank transitions, and thus to favor the diversification of hypotheses. This is the reason why the diagonal values are not equal: it is natural to consider that ants processed in the middle of the scenario at $t-1$ have a high probability to change their rank, while those processed at the beginning or at the end of the scenario have less chances to change their rank. The precise values of these
probabilities are obtained from the normalization. As the matrix defined in Eq. (21), and for the same reasons, $Q_x$ is not symmetric.

We propose for this experiment to use an exclusion fuzzy spatial constraint, considering that two ants cannot overlap by more than 10% of their own areas, that an overlap of 5% is completely acceptable, and that the degree of satisfaction of the constraint decreases between these two values. This is modeled as a fuzzy set on $\mathbb{R}^+$, where the membership function $\mu^{\text{exclusion}}_x(x^m)$ represents the degree of satisfaction of the constraint as a function of the overlap between $x^m_i$ and $x^m_i$ (Fig. 10a). The probability density of the spatial constraint is then defined as proposed in Section 4, from the following membership functions, with only one spatial constraint (hence no $\Xi$ operator is needed here) and with $\psi = \min$ in Eq. (6):

\[
\begin{align*}
\mu^*_x(x^m) &= V_x(x^m)^\gamma \\
V_x(x^m) &= R \mu^{\text{exclusion}}_x(x^m) \\
R \mu^{\text{exclusion}}_x(x^m) &= \frac{1}{\psi} \min_{l=1, \ldots, L} \mu^{\text{exclusion}}_x(x^m_l)
\end{align*}
\]

where $L$ is the number of objects already processed at $t$.

Fig. 10(b) illustrates the spatial constraint of exclusion $\mu^{\text{exclusion}}_x(x^m)$ computed on the whole image, with respect to the center of an object $(x'_i, y'_i)$, by considering that three ants have already been processed.

The likelihood is derived from a simple background subtraction. Let $I^a_t$ be the set of pixels covered by the rectangle of ant $i$ at instant $t$, $I^\text{bc}=\Omega \rightarrow [0, 255]$ the gray level background image (image of consecutive frames without ants), $I^a_t, \Omega \rightarrow [0, 255]$ the gray level image at time $t$. The likelihood of ant $i$ is written as:

\[
p(y|p|x^m_i) \propto \exp \left( \frac{1}{P_{al}} \text{card} \left( I^a_t \cap S_{\text{bc}} \right) \right)
\]

with $\lambda = 10$ empirically fixed, $P_a$ the number of pixels covered by the set $\text{card} \left( I^a_t \cap S_{\text{bc}} \right) = \text{card} \left( \left\{ p; \left| I^\text{bc}(p) - I^a_t(p) \right| > T, p \in \Omega \right\} \right)$ the set of pixels covered by all the pixels that differ from up to $T$ from the background (here $T = 20$). The obtained likelihood if shown in Fig. 11, with four ants. As this likelihood is the same for all the ants, an exclusion constraint is necessary to avoid a confusion between them.

Fig. 12 shows results using RPS with and without spatial constraints, and PS with spatial constraints. Estimated positions of the ants are represented in red. $N = 500$ particles were used for this sequence of 750 frames. The benefit of using a simple spatial con-
Fig. 12. Ant tracking results. (a) RPS without spatial constraints (blue arrows show ants that are not correctly tracked). (b) PS with spatial constraints. (c) RPS with spatial constraints. All ants are correctly tracked in (b) and (c).
The finger, on the middle and on the fingertips. The fingers are con-
strained to be partially or totally hidden (Fig. 13). We propose to track the hand and its fingers by 
illustrating the main features of the proposed approach. The diffi-
culty of this application is that fingers may be partially or totally hidden (Fig. 13). We propose to track the hand and its fingers by 
the global consistency of the shape using fuzzy spatial 
constraints. The global form of the constrained estimation provides a 
good estimation of the central position and angle of all the fingers, 
even if they are partially hidden, as will be shown next.

We illustrate the proposed approach on the right hand (this is 
important to mention because the relative positions of its fingers 
depend on the considered side). Each finger shape is fixed and repre-
sented by a vector of 6 2D-control points, located on the basis of 
the finger, on the middle and on the fingertips. The fingers are con-
sidered as rigid, and thus the control points are fixed. The state of 
object \( \mathbf{x}_i = (x_i, y_i, \theta_i)^T \) contains the coordinates of its center 
(\(x_i, y_i\)) and its orientation \(\theta_i\). Dynamics of position and orientation 
are random walks. A white Gaussian noise model is considered, and 
a diagonal covariance matrix with variances \(\sigma^2_0 = \sigma_0^2 = 8^2\) for position, 
and \(\sigma^2_0 = 0.1^2\) for orientation. The transition matrix \(Q_x\) is set to:

\[
Q_x = \begin{bmatrix}
0.6 & 0.25 & 0.1 & 0.05 \\
0.2 & 0.5 & 0.2 & 0.1 \\
0.1 & 0.2 & 0.5 & 0.2 \\
0.05 & 0.1 & 0.25 & 0.6
\end{bmatrix}
\]

(25)

Here again, this matrix permits a flexible change in position in the 
order of processing, and makes the tracking robust to the change of 
visibility of fingers.

We propose to use fuzzy spatial constraints to overcome this 
problem and guarantee a good spatial consistency in the tracking 
results. Although they could be automatically learned, we consider 
here fixed spatial relations between the fingers. These constraints 
can be binary relations (distance and orientation), or higher order 
relations such as alignment. In our experiments, we defined:

- A binary constraint on the relative orientation, denoted by \(B_{r \text{angle}}\): the angle is considered as a linguistic variable that can take here 
two values, namely approximately \(-\pi/8\) and approximately \(\pi/8\) (which are considered as “ideal” values). The semantics of these 
values are defined by fuzzy sets in the domain of angles, with 
trapezoidal membership functions centered at \(-\pi/8\) and \(\pi/8\) 
respectively, and with a support of length \(\pi/4\) (denoted by \(B_{\theta} \pm \pi/8\)). This means that if two neighbor fingers are 
oriented at \(\pi/8\) from each other, the degree of satisfaction of 
the constraint will be 1, and it will be 0 if they form an angle 
larger than \(3\pi/8\), with decreasing values in between.

- A binary constraint on the distance, denoted by \(B_{d \text{distance}}\). Again 
two linguistic values are considered: close to and far from, 
whose semantics are defined as membership functions \(B_{\text{close to}}\) 
and \(B_{\text{far from}}\). The parameters of these functions are set accord-
ing to the distance between fingers in the images.

- One ternary or quaternary (depending on the number of objects 
already processed) constraint of alignment \(B_{\text{alignment}}\): a linear 
regression is computed from the positions of the base of at least 
two already processed fingers, and we consider that fingers cannot 
move away from the regression line more than a fixed dis-
tance threshold. This is modeled as a decreasing membership 
function with respect to the distance to the regression line.

- One binary constraint of exclusion \(B_{\text{exclusion}}\), defined as in Sec-
section 7.2, with no overlap between fingers larger than 50% 
allowed. Note that in this experiment, we consider that fingers cannot 
cross. Otherwise, the exclusion constraint defined here 
would certainly be too strong. A solution would be to define 
an interaction constraint that allows object crossing while it 
forbids overlaps. It could be done using the shape and the orienta-
tion of the object.

The operator \(\Xi\) involved in the fusion of constraints (Eq. (5)) is 
defined as the minimum. Its conjunctive behavior allows favoring 
solutions where all constraints are satisfied. The operator \(\psi\) in 
Eq. (6) is also the minimum. Let us now detail an example of fuzzy 
spatial constraint formulation expressed for the state of the middle 
finger \(\mathbf{x}_i\), assuming that the other fingers (denoted by \(\mathbf{x}_{i-1}\) and \(\mathbf{x}_{i+1}\) 
for the index finger, the ring finger and the little finger, respectively) 
have already been processed in the scenario:

\[
\begin{align*}
\mu_{k_i} (\mathbf{x}_i) &= \psi_{k_i} (\mathbf{x}_i) \\
\psi_{k_i} (\mathbf{x}_i) &= \Xi_{k-1} \psi_{k_{i-1}} (\mathbf{x}_{i-1}) \\
&= \min \left( B_{d \text{distance}} (\mathbf{x}_i), B_{\text{angle}} (\mathbf{x}_i), Q_{\text{alignment}} (\mathbf{x}_i), B_{\text{exclusion}} (\mathbf{x}_i) \right) \\
B_{\text{distance}} (\mathbf{x}_i) &= \psi \mu_{k_i} (\mathbf{x}_i) \\
&= \min \left( B_{\text{close to}} (\mathbf{x}_i), B_{\text{far from}} (\mathbf{x}_i) \right)
\end{align*}
\]
Note that it is possible to optimize the computations by taking into account dependencies between constraints. In the previous example, the computation of the exclusion between the middle finger and the index finger and of the orientation are not useful,
because the ring finger (processed before) already satisfied the constraints imposed by the index finger.

Let us illustrate the spatial constraints in the image domain, on a representative frame of the sequence (see Fig. 14). The spatial constraint on distance is illustrated in Fig. 15. As before, a dark value indicates that the constraint is satisfied. The goal of the distance relation is to constrain the central position of the middle finger. Using the formulated constraints for the index finger,

Fig. 20. Tests on the log-likelihood used for Hand sequence. (a) Test image, in which we want to track the middle finger in green. Results using the shape represented in yellow with an angle (in radian, the right value being \( \theta = 0.07 \)) of \( \theta \). Red regions correspond to high likelihood values.

Fig. 21. Shape errors for hand tracking. (a) RPS without spatial constraints. (b) PS with spatial constraints. (c) RPS with spatial constraints.
The ring finger (Fig. 15b), and the little finger (Fig. 15c), the fusion is represented in the image domain in Fig. 15d. Note that this spatial representation just aims at illustrating the constraints, and do not need to be actually computed (except for the exclusion principle). The constraints are not evaluated on the whole set of pixels, but just on a specific realization of the middle finger state $x^m$.

The spatial constraint on relative orientation is illustrated in Fig. 16. This constraint restricts the possible orientations of the finger. The fusion illustrated in Fig. 16d is actually computed in the angle domain, and not in the spatial one.

The spatial constraint of exclusion is illustrated in Fig. 17. For this illustration, it is necessary to fix the orientation, because the
constraint depends on both the orientation and the central position of the finger. The considered orientation is then represented by an hypothetic state (represented in yellow\(^1\)) superimposed on the images of constraints.

The spatial constraint of alignment is illustrated in Fig. 18. The result is directly obtained, without any fusion process, because it is a quaternion operator. A ternary operator would have been used if the positions of just two fingers would be known. When less than two fingers have already been processed, this constraint is not considered in the decision process.

The resulting fusion of the distance, exclusion and alignment constraints, using a fixed orientation, is shown in Fig. 19.

It would have been possible to define other more complex or more robust spatial constraints, such as a finer alignment constraint [46], and, instead of using an exclusion concept, we could have used a model of the concept of “cross” [47]. However, the constraints defined in this experiment permit to represent a lot of possible impossible configurations, while remaining simple to compute. They proved to be sufficient to illustrate the interest and the power of the proposed approach.

The likelihood is derived from the maximum gradient magnitude along the normals at the control points of the B-spline modeling a finger (this is a simplified version of the one proposed in [48]):

\[
p(y|x) \propto \exp \left( \frac{1}{P^2} \sum_{i \in X} \max_{a_i \in A_i} \nabla \left[ I_i(x) + A_i(x, \sigma^2) \right] \right)
\]

where \( \nabla \) and \( * \) are respectively gradient and convolution operators, \( a_i \) the \( p \)th control point of the B-spline of finger \( i \), of length \( P_i \) and defined by \( x_i \), \( \mu_{i,r} \) the normal at point \( a_i \), \( I_i(x) \) the gray level value at point \( x \) of image \( I_i \) at instant \( t \), \( \sigma = 30 \) a constant empirically fixed, and \( A_i(x, \sigma^2) \) a Gaussian distribution of mean \( x \) and fixed variance \( \sigma^2 = 0.1 \) to make the observation robust to noise. Fig. 20 shows the corresponding likelihoods. As we want to estimate the position and orientation of the fingers, it is necessary for the likelihood to be robust to both parameters. High values of the likelihood (in red) are observed also for the other fingers, and therefore the tracking has to be constrained, to avoid the tracked finger to be attracted towards other local maxima.

The shape errors obtained for index, middle, ring and little fingers with RPS without spatial constraints, PS with spatial constraints, and RPS with spatial constraints are given in Fig. 21, with \( N = 2000 \) particles. An overlapping ratio is computed as the number of common points between the estimated shape and the ground truth, divided by the maximum of their surfaces. Then shape errors are computed as 1 minus this overlapping ratio. Results using a simple PS strategy were generated using a random sequence order (in this particular sequence, fixed sequence order did not provide quite as good results). RPS with spatial constraints (Fig. 21c) leads to better results than the other methods (Fig. 21a and b), giving less than 36% of shape overlapping errors for all the fingers. The results for the corresponding shapes are displayed in Fig. 22 and have been obtained with \( N = 2000 \) particles. RPS without spatial constraints fails as soon as a finger is partially hidden, or close to another one. In fact, such a situation generates an ambiguity, because there are several modes in the likelihood (see for example Fig. 22a at time 432). However, RPS provides better results than those obtained with PS thanks to the estimation of the scenario, which allows estimating first fingers that are trusted, i.e. the visible ones, and then the other ones, which are then more constrained by the fuzzy spatial relations (see from \( t = 529 \) in Figs. 22b and c, and 21b and c). This is particularly visible at the end of the sequence (\( t > 770 \)), where the index finger is wrongly estimated by PS, and is localized over the middle finger. Using fuzzy spatial constraints conditions the estimation of the position of the middle finger, that is “blocked” between the real middle and ring fingers (see the last image of Figs. 22b and 21b), which is consistent with the configuration of a hand. Results obtained with PS and RPS with spatial constraints are variable, because of the stochastic nature of the algorithm, and the difficulty of simulation of the sequence (four objects, high constraints on their spatial conditions). However we observed a systematic superiority of RPS over PS.

8. Conclusion

The method proposed in this paper includes two contributions. First, we introduce fuzzy spatial constraints into a multiple object tracking based on particle filtering. This novel information allows us to easily handle constraints between objects, such that on the right of, behind, aligned with, etc. in a unified framework. By modeling unary, binary, or \( n \)-ary fuzzy operators, we can evaluate the possibility of a whole configuration of several objects. This is modeled by a fuzzy set that evaluates the degree of satisfaction of a set of constraints, and is then embedded into a probabilistic framework to estimate the probability of an object configuration at a time \( t \). As a second contribution, the multiple object particle filter uses a Ranked Partitioned Sampling strategy, which, as the Partitioned Sampling [10], tackles the problem of dimensionality by sequentially performing a weighted resampling step in single object state spaces. Moreover, the simulation order involved in the proposed RPS is adaptive, which makes the tracking more robust and alleviates the impoverishment effect. Since the Ranked Partitioned Sampling just shifts the simulation order of the objects, it performs the tracking with a computation time identical to the PS one. Concerning the fuzzy relations, it depends on the nature of the spatial constraint. For example, computing an orientation constraint between objects is straightforward since this is just a difference of angles, whereas computing an exclusion constraint requires to label the objects in an image. This can still be done efficiently and a carefully designed implementation should not suffer from computation time drawbacks.

A direct consequence of adding constraints during the likelihood computation rather than during the simulation (which is a common choice in the literature) is that the likelihood can be highly picked, which increases the variance of the particle weights. A simple solution should be to slightly relax these constraints in order to avoid a possible divergence of the filter. A most sophisticated one, that is not always possible, is to generate the particles conditionally to the constraints. This solution is provided by our model (Eq. (18)), but not considered in our tests because constraints were too complex.

The fuzzy spatial constraint modeling could deal with more complex information, for example those often used in scene description [17,49–51]. We could also automatically learn the parameters of these constraints [52]. A last improvement would be to consider the number \( M \) of objects as a random variable [3,53].

Appendix A. Complement about Eq. (16)

Proposition 1. Eq. (16) defines a probability distribution.
Proof. Let us prove that the sum over all possibilities is equal to 1:

\[
\sum_{\omega \in \Omega} \prod_{i=1}^{k} \left( \frac{P(o_i)}{M} \right) = 1
\]

\[
\sum_{\omega \in \Omega} \prod_{i=1}^{k} \left( \frac{P(o_i)}{M} \right) = \sum_{\omega \in \Omega} \prod_{i=1}^{k} \frac{1}{M} = 1
\]

References


