
A reproducible automated
segmentation algorithm for
corneal epithelium cell images
from in vivo laser scanning
confocal microscopy
Julien Bullet,1 Thomas Gaujoux,1 Vincent Borderie,1 Isabelle

Bloch2 and Laurent Laroche1

1Institut de la Vision, Paris, France
2Telecom ParisTech - CNRS LTCI, Paris Cedex 13, France

ABSTRACT.

Purpose: To evaluate an automated process to find borders of corneal basal

epithelial cells in pictures obtained from in vivo laser scanning confocal

microscopy (Heidelberg Retina Tomograph III with Rostock corneal module).

Methods: On a sample of 20 normal corneal epithelial pictures, images were

segmented through an automated four-step segmentation algorithm. Steps of the

algorithm included noise reduction through a fast Fourier transform (FFT) band-

pass filter, image binarization with a mean value threshold, watershed

segmentation algorithm on distance map to separate fused cells and Voronoi

diagram segmentation algorithm (which gives a final mask of cell borders). Cells

were then automatically counted using this border mask. On the original image

either with contrast enhancement or noise reduction, cells were manually counted

by a trained operator.

Results: The average cell density was 7722.5 cells/mm2 as assessed by automated

analysis and 7732.5 cells/mm2 as assessed by manual analysis (p = 0.93).

Correlation between automated and manual analysis was strong (r = 0.974

[0.934–0.990], p < 0.001). Bland–Altman method gives a mean difference in

density of 10 cells/mm2 and a limits of agreement ranging from �971 to +991

cells/mm2. Visually, the algorithm correctly found almost all borders.

Conclusion: This automated segmentation algorithm is worth for assessing

corneal epithelial basal cell density and morphometry. This procedure is fully

reproducible, with no operator-induced variability.

Key words: cell morphometry – corneal epithelium – image processing – In vivo laser scanning

confocal microscopy
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Introduction
In vivo confocal microscopy allows

taking pictures of selected corneal

layers such as the corneal epithelium.

Basal epithelial cells have a polygonal

shape similar to that of corneal

endothelial cells (Fig. 1). Analysis of

epithelium basal cell morphology and

density can help clinical and patholog-

ical diagnosis (Hu et al. 2008; Chen

et al. 2009; Gaujoux et al. 2010).

Recent publications show increasing

interest in morphological analysis of

basal epithelial cells, especially in lim-

bal stem cell deficiency (Deng et al.

2012; Miri et al. 2012a).

The first step towards this analysis is

to extract cell borders from a confocal

image. A human operator drawing all

cell borders often makes this task,

called image segmentation, manually.

However, this work can be time con-

suming, and it does not allow a large

amount of data to be included for a

statistical analysis process, inducing a

bias. Furthermore, it is operator-depen-

dent and may be poorly reproducible.

Julio et al. proposed, in 2008, a

segmentation algorithm for corneal epi-

thelial images obtained by transmission

electron microscopy. Bandekar et al. in

2011, developed an automated cell

counting technique for ex vivo epithelial

cell images. However, these images are

very different from confocal images.

Endothelial cells have a similar polyg-

onal shape, and several automated cell

count algorithms have been proposed

for assessing the endothelial cell density.

Contrast-based segmentation methods

were initially proposed by Lester et al.

in 1978 and 1981, and other algorithms
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combining threshold binarization and

simple morphological transformations

have been proposed afterwards (Hart-

mann & K€oditz 1984; Hirst et al. 1984;

Nishi & Hanasaki 1988; Corkidi et al.

1993; Siertsema et al. 1993). More

sophisticated algorithms have been

developed such as Sanchez-Martin

‘unsharp masking’-based algorithm

(Sanchez-Marin 1999) or Vincent &

Masters1 morphological geodesic recon-

struction in 1992. Khan et al. published

a wavelet-based approach to segmenta-

tion in 2007, and Gain et al. (2002)2

performed a segmentation of endothe-

lial cells on three images to increase

sample size. But, once again, images are

very different, especially cell size and

contrast which is inverted.

We propose here a different, fully

automated approach, which has been

adapted to basal epithelial cell confocal

images.

Material and Methods

Confocal images

Corneal confocal images of 20 eyes

from 20 patients with healthy corneal

epithelium were used. Characteristics

of patients and eyes have been reported

previously (Gaujoux et al. 2010). All

patients firmed an informed consent

and local ethical committee was con-

sulted.

Confocal pictures were taken using

the Heidelberg Retina Tomograph III

with the Rostock Cornea Module

(HRT III/RCM; Heidelberg Engineer-

ing GmbH, Heidelberg, Germany).

Images consisted of 384 9 384 pixels

covering an area of 300 9 300 lm with

transversal optical resolution of

approximately 0.78 micrometre per

pixel and an acquisition time of

0.024 seconds.

Image analysis

We used NIH ImageJ free software

(version 1.43u) 3with implementation of

all functions. A single picture consid-

ered as having a good quality of basal

cell layer was selected for each patient

(size 300 9 300 lm, 384 9 384 pixels).

In each picture, a 200 9 100 lm

(256 9 128 pixels) frame was selected

before segmentation. On this frame,

manual and automated counts were

performed. This sample allowed at

least 75 cells to be counted.

Automated cell count was achieved

through a 4-step fully automated seg-

mentation process (Fig. 1):

• Noise reduction through a fast Fou-

rier transform (FFT) band-pass filter

with normalization (pixel values

range from 0 to 255). This step

eliminated low- and high-spatial

frequency noise (below 3 pixels and

(A) (B) (D)

(C)

(E) (F) (G)

Fig. 1. Steps of the algorithm. (A) A normal corneal basal cell epithelium viewed through an in vivo confocal microscope (Heidelberg Retina

Tomograph with Rostock corneal module). (B) Same image after FFT band-pass filter and normalization. (C) Grey-level histogram with mean value.

(D) Results of image binarization. (E) Distance map (grey levels are here inverted to allow a reasonable printing). (F) Separation results after

watershed algorithm. (G) Result of Voronoi segmentation pasted on original image.
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above 40 pixels). FFT transformed

original picture to a two-dimensional

representation of its frequencies. A

simple mask was applied. It reduced

frequency coefficients below a low

threshold and above a high threshold

to zero and suppresses those fre-

quencies in the picture. A reverse

FFT moved back to the modified

original picture. All these steps were

performed at once using ‘Pro-

cess>FFT>Bandpass Filter…’

function in ImageJ.

• Image binarization with a mean

value threshold. Mean value could

easily be found on grey level histo-

gram. All pixels with a lower than

the threshold value were set to 0

(black), all other pixels are set to 1

(white). Binarized image contained

round cell markers. These markers

were sometimes fused together in a

rosary fashion.

• Standard watershed algorithm on

distance map was used to separate

fusedmarkers. Two stepswere carried

out at once using ‘Process>Binary>

Watershed’ ImageJ function. First, a

distance map was computed: every

pixel value in the binary picture was

replaced by its distance to the nearest

white point. This produced a grey-

level image where all marker centres

were clearer. Watershed algorithm, a

usual image processing segmentation

algorithm (Beucher & Lantu�ejoul

1979; Beucher & Meyer 1993), was

then applied to distance picture. Con-

sidering this picture as a topographic

map with grey level indicating alti-

tude, there weremounts and valleys in

the picture. Watershed defined water

catchment areas in the map, as water

flows from highest points to valleys.

This algorithm finds frontiers

between these catchment areas. From

the original binary marker pictures,

fused rosary markers are thus sepa-

rated by these frontiers.

• Voronoi diagram segmentation algo-

rithm gave a final polygonal border

map. Cells borders are found by

drawing a line of equidistant points

between every couple of marker cen-

tre. Those lines formed a polygon

around every centre and represent

cell borders.

After performing segmentation in

each picture, cells were automatically

counted using ‘Analyse>Analyse Parti-

cles…’ function in ImageJ.

A first count excluded all cells on the

border. A second count included them,

and a mean count was calculated.

Density was evaluated by dividing a

mean of those two counts by a

0.1 9 0.2 lm2 surface.

Cells were manually counted to

compare with automated segmenta-

tion. A single operator counted cells

in the 200 9 100 lm frames selected

from confocal pictures by pointing on

cell centre. No software was used

except when contrast in original images

between cells and borders was too low.

Operator could then use a normalized

noise-reduced image. This image was

obtained using algorithm’s first step

with a FFT band-pass filter.

As with automated count method, a

first count established a number of

inside cells by excluding those on the

border. A second count of border cells

on one small and one large border of

the picture was added to give a final

reference cell count. Density was

evaluated by dividing this count by a

0.1 9 0.2 lm2 surface.

Fig. 2. Several images fused with their segmentation results after applying segmentation algorithm.
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Statistical analysis

Normality of distribution of both

automated and manual cell counts

and densities was assessed by a Kol-

mogorov–Smirnov test, and both pop-

ulations were respectively compared

using a Student’s t-test. Pearson corre-

lation between normal and automated

populations was calculated.

We used Statistica 6.1 by Statsoft

France, Maisons-Alfort, France.

Results
Segmentation results were correct

(Fig. 2), although imperfect. Most cell

borders were correctly found. Some

cells were over segmented with unreal

borders being drawn, some other sub-

segmented with several cells being

fused together in one. However, these

effects were marginal and they affected

only very few zones in images and a

low number of cells.

Operator requested the use of nor-

malized noise-reduced images for only

1 of 20 pictures (5%). This image had a

real low contrast and low grey levels

that did not allow an easy manual

count. Results were similar between

manual and automated cell count and

density (Table 1) with a mean relative

error rate of 5% (1–10%). No image

had a relative density error >10%.

Pearson correlation coefficient

between automated and manual den-

sity was 0.974 (0.934–0.990), p < 0.001

(Fig. 3).

With cells densities ranging from

5000 to 11 000 cells/mm2, Bland–Alt-

man method gives a mean difference in

density of 10 cells/mm2 and a limits of

agreement from – 971 to +991 cells/

mm2 (Fig 4).

Automated segmentation process

allowed us to find cell morphometric

characteristics as mean area, perimeter,

circularity and Feret diameter

(Table 1).

Discussion
Pictures from laser scanning confocal

microscopy allow in vivo morphologi-

cal analysis of basal epithelial cells.

Recent publications show an increasing

interest in this technique. However,

analysis is currently performed either

manually on a small set of randomly

selected cells as in Leonardi et al.

(2012) or on the whole cornea with

Table 1. Results from manual and automated cell counts and density with relative error and

morphometric cell characteristics (20 images).

Mean Interval

Manual count MC 154.65 102 230

Automated count AC 154.45 86 186

Manual density 7732.5 5100 11500

Automated density 7722.5 5550 10900

Relative error 5% 1% 10%

Mean cell area 102.3 67.5 148.1

Mean cell perimeter 39.3 32.0 48.0

Mean circularity 0.79 0.77 0.807

Mean Feret diameter 14.6 12.2 17.5

Fig. 4. Bland–Altman graphic with mean difference and limits of agreement.

Fig. 3. Automated and manual cell density representation showing high correlation.
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the help of an image software as in

Deng et al. (2012) and Miri et al.

(2012a,b)4 with the user manually find-

ing characteristics.

Algorithm proposed for epithelial

cell segmentation (Julio et al. 2008;

Bandekar et al. 2011) was applied to

images very different from confocal

images. Transmission electron micros-

copy has a much higher resolution, and

ex vivo cell samples were acquired for

the purpose of studying the side-effects

of lens wear and lens cleaning solutions

on human corneal epithelial cells, col-

lecting only few cells. Although not

tested, it is very unlikely that algo-

rithms created for the analysis of dif-

ferent type of images might work on

confocal images. To the best of our

knowledge, no specific segmentation

algorithm has been developed for in vivo

laser scanning confocal microscopy of

basal epithelial cell. However, use of a

user-independent, fully reproducible

method could be helpful for researchers

interested in the topic.

Confocal microscopy images of cor-

neal epithelium can be segmented

because these pictures contain a high

number of small cells with good con-

trast between dark cell cytoplasm and

cell white borders. This contrast is very

important for algorithm robustness.

The first way to segment images is to

use a simple threshold, as carried out in

step 2. However, threshold methods do

not give reliable results with noisy

images. Reducing noise level is very

important before using a threshold

method.

Residual noise leads to fused mark-

ers after step 2. Without separation, a

group of fused markers would lead to a

single cell found at final step. Luckily,

the watershed algorithm, a powerful

usual segmentation algorithm, can

solve the problem: all markers are

fused in a rosary fashion, that is, with

a connecting zone less wide than mark-

ers themselves (Fig. 1D). On distance

map, this appears as a ‘ridge line’ and

also a frontier between two catchment

basins in the watershed algorithm.

Once markers are correctly seg-

mented, Voronoi diagram finds almost

all cell borders correctly. Some borders

might be deviated from their real posi-

tion, but this affects only very few cells in

the picture. Furthermore, it respects the

polygonal shape of epithelial basal cells.

All pictures considered for this work

originated from normal corneal epithe-

lia. However, we are currently testing it

on cornea with pathological modifica-

tions.

As a conclusion, the use of an

automated segmentation process could

allow more data to be analysed, more

morphologic characteristics to be con-

sidered when looking for diagnostic

criteria, and relieve bias in analysis

with little variation in measure and a

greater reproducibility.
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