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Abstract
Generally speaking, different persons tend to de-
scribe images from various aspects due to their in-
dividually subjective perception. As a result, gen-
erating the appropriate descriptions of images with
both diversity and high quality is of great impor-
tance. In this paper, we propose a framework called
GroupTalk to learn multiple image caption distri-
butions simultaneously and effectively mimic the
diversity of the image captions written by human
beings. In particular, a novel iterative update strat-
egy is proposed to separate training sentence sam-
ples into groups and learn their distributions at the
same time. Furthermore, we introduce an efficient
classifier to solve the problem brought about by the
non-linear and discontinuous nature of language
distributions which will impair performance. Ex-
periments on several benchmark datasets show that
GroupTalk naturally diversifies the generated cap-
tions of each image without sacrificing the accu-
racy.

1 Introduction
Generating descriptions for images automatically is a fun-
damental problem in machine learning which involves both
computer vision and natural language processing. There is
much recent advance focusing on developing models that
generate image captions, and the performances have been sig-
nificantly improved thanks to the development of deep learn-
ing. Among them, a recent trend is to combine neural net-
works to build up an end-to-end model that extracts visual
features and generates sentences, these models are trained
based on learning a model to capture the conditional distri-
bution of the sentences given the image features [Karpathy
and Li, 2015; Vinyals et al., 2014; Donahue et al., 2014;
Mao et al., 2014; Jin et al., 2015; Xu et al., 2015]. This
framework is demonstrated to be easy to train and performs
quite well. However, the generated image-caption result is
vastly constrained (e.g. sentences describing the same im-
age are almost identical) if compared to the rich-semantic de-
scriptions written by human beings.
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In general, persons tend to describe images in their pre-
ferred ways with various words, phrases, structures and per-
spectives, even a same person may give the same image to-
tally different descriptions if asked twice. However, the sen-
tences generated by the existing models are usually following
a similar pattern since these models are deliberately trained
to capture the most common routine of the training sentences
to maximize the likelihood function for all training samples.
Given an image, it is more useful and practical that we are
able to generate several different sentences describing it from
different perspectives in various ways.

Usually, each image in the image-caption datasets widely
used comes with several sentences collected from a crowd-
sourcing platform [Young et al., 2014; Chen et al., 2015],
which means the sentences in these datasets are written by a
wide variety of people. Thus the sentences in the datasets nat-
urally reflect the diverse nature of human generated captions.
Since we already have the data, the only question left is how
to learn to generate sentences with diversity just as in both the
reality and the training sets.

In this paper, we seek to explore the approach to gener-
ate much more diverse image captions compared to previous
methods by training several language models simultaneously,
we refer to these language models as describing models 1

where each model shares the same structure but effectively
captures a different distribution. These describing models are
trained to mimic diverse descriptions generated by human be-
ings. We call this framework GroupTalk which acts as if a
group of people are describing the same image at the same
time with different preferences.

The main difficulty in this framework is how to cluster
the training sentence samples into several groups for each
describing model based on some type of similarity since no
group information is available in training set; this seemingly
easy task must be dealt with elaborately as we will show in
the following sections. Furthermore, as shown in [Hessel et

1Usually, in an image related context, a generating model is a
model representing the joint distribution of P (x, y, . . .) where x is
the representation of the image and y, . . . are the label and/or some
other relevant variables. To obviate misunderstanding, we here use
the describing model instead of generating model (since we are not
interested in the joint distribution) to refer to the model generating
sentences given images which can be formulated as P (s|x) where s
is the sentence.
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al., 2015], training with fewer sentences is a even more se-
vere obstacle than training with fewer images; we must han-
dle it carefully to prevent the accuracy deterioration of each
describing model as we do not train each of them with the
whole dataset as the traditional ways do.

The main contributions can be summarized as:
• We deploy a framework called GroupTalk to deal with

aforementioned problems, which trains multiple describing
models simultaneously to generate diverse and high quality
image descriptions.

• We propose a classification-by-generation scheme,
which employes a classifier to separate the training samples
into groups which (1) prevents overfitting; (2) allows the shar-
ing of general sentences among different groups to improve
the performance; (3) is highly efficient to classify a training
sample.

The experiments on several benchmark datasets show that
our framework can generate much more diverse captions
without sacrificing the accuracy.

2 Related Work
2.1 Image Captioning
Most of current image captioning approaches bridge a deep
convolutional network and a language network together to
construct an end-to-end model to generate image captions
from images. Karpathy et al. [Karpathy and Li, 2015] pro-
posed a model composed of a VGG Net for image feature
extraction and a basic recurrent neural network (RNN) for
caption generation. Vinyals et al.[Vinyals et al., 2014] de-
ployed a more powerful Long Short Term Memory (LSTM)
model. Some other work also focused on applying more
powerful language model, such as multi-layer LSTM [Don-
ahue et al., 2014], Factored 3-way Log-bilinear model [Kiros
et al., 2014]. Some other studies explored the structure of
the whole network to effectively model the correlation be-
tween image and its corresponding sentence, such as mul-
timodal Recurrent Neural Networks [Mao et al., 2014] and
its extension [Mao et al., 2015]. Recently, it is discovered
that it helps to input an attentional visual zone instead of
the whole image in each tick of the language sequential net-
work by learning a separated attention model [Jin et al., 2015;
Xu et al., 2015].

Some other studies designed a pipeline instead of an end-
to-end network for image caption generation. Fang et al.
[Fang et al., 2014] detected candidate words by multiple-
instance learning first and then learned a statistical model
for sentence generation and finally reranked the output sen-
tences based on semantic similarity. In [Wu et al., 2015], they
trained several SVM classifiers for some visual attributes and
took the outputs of these classifiers as inputs for the LSTM
which generates image descriptions. Lebret et al. [Lebret
et al., 2015] used phrases instead of words as basic sentence
building blocks and concatenated candidate phrases by a con-
strained language model. In [Jiang et al., 2015], Jiang el al.
explored the correlations among images and sentences by en-
hancing the local and global semantic alignments between
them.

All above methods have been mainly focused on improv-
ing the accuracy of the descriptions with respect to to the
groundtruth but none of them pay special attention to the di-
versity of the generated sentences.

2.2 Unsupervised Sentence Clustering
In order to cluster the training sentences into several groups,
we explore unsupervised clustering methods. Though various
methods exist, it is hard to define a proper grouping gauge that
the grouping result is advantageous in our scenario.

There are some general unsupervised clustering algorithms
such as k-means and Gaussian Mixture Model (GMM). How-
ever, most of them are designed for much simpler distribu-
tions which do not fit well with the complex distribution of
natural language.

Some other models such as Latent Dirichlet Allocation
(LDA) [Blei et al., 2003] and its extensions can cluster sen-
tences in a more sophisticated way. However, various pre-
vious research found that LDA does not work well in short
corpus [Hong and Davison, 2010]. Furthermore, sentences
clustered by LDA are actually clustered in terms of some la-
tent topics; if we train one model based on some group with a
latent topic which is actually sport-related, then this describ-
ing model will produce sport-related captions no matter the
input images are sport-relevant or not. Moreover, the de-
scribing models are not necessarily capable of representing
the distributions of the unsupervised clustering results.

The proposed model in this paper is similar to the GMM,
where the gaussian model is replaced with a language model
and the target likelihood function is modified to deal with the
high non-lineally and discontinuity of the language model.
Different from GMM, our model is not proposed for cluster-
ing, we focus more on the generating part. Furthermore, we
propose a classifier to replace the E-step in the EM algorithm
to prevent the optimization phase trapped in highly unsatis-
factory local minimum quickly.

3 Algorithm
Assuming we are given a set of images I = {I1, I2, . . . , In},
where each image I

i

comes with several sentences describ-
ing it as S(I

i

) = {s1, s2, . . . , sm}, and each s
j

consists of a
sequence of words. Our goal is to generate several sentences
describing a new image I in a diverse manner.

Traditionally, we train a sequential model (usually some
type of recurrent neural network) that maximizes the likeli-
hood function of

P (S|I) =
Y

Ii2I

Y

sj2S(Ii)

P (s
j

|I
i

). (1)

which assumes there is only one model that captures the con-
ditional distribution of descriptions with respect to the given
images. Given test image I

t

, we can generate image captions
via argmax

s

P (s|I
t

). Since human generated captions are
highly diverse, there should be several sentences with high
generating probability that vary significantly from each other.

From a model capacity perspective, though theoretically
possible, but merely using one model to capture the intricate
distribution of various human descriptions requires a power-
ful and complex model which is hard to train and demands
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a lot of training samples to avoid overfitting. Moreover, in
practice, due to the discontinuous nature of language dis-
tribution, finding all the sentences with high probability is
not computationally feasible; usually, beam search strategy
is used to find several candidates [Karpathy and Li, 2015;
Vinyals et al., 2014]. While it is demonstrated to be effective
and performs well in accuracy, the candidates generated via
beam search strategy are all very similar. Another generating
strategy is to sample the next word in every tick, however,
this strategy impairs the accuracy significantly comparing to
beam search.

In a word, from the perspectives on model capacity and
computational complexity, it is difficult to use one model
to generate sentences with diversity. It is natural to assume
that human beings describe images with various preferences
which leads to several conditional distributions; different per-
sons may describe images in different ways and each distribu-
tion captures some specific one. By this way, we can generate
diverse descriptions with several models efficiently.

We assume that there is K intrinsic conditional distribu-
tions of sentences given one image.2 The set of sentences
generated from the kth distribution is denoted as S

k

, and the
set of sentences from the kth distribution describing image
I
i

is denoted as S
k

(I
i

). Every sentence comes from some
model, so we have:

S
S
k

(I
i

) = S
i

. However, there are gen-
eral descriptions that may come with several models, i.e.,
S
k

\ S
l

may not be empty.

Now we can separate the original distribution to several
distributions by:

P (S|I) =
Y

Ii2I

Y

sj2S(Ii)

KY

k=1

P (s
j

2 S
k

|I
i

)P (s
j

|I
i

, s
j

2 S
k

)

(2)
where each P (s|I, s 2 S

k

) is modeled by the kth describing
model.

Though eq. (1) and eq. (2) are theoretically equivalent, in
practice, the model we use has a representing capacity that is
far below the requirements to capture the genuine distribution
of human language, so using multiple distributions allow us
to relax the requirements of the representing power of one
model. Training several models with different distributions
allows us to generate diverse captions efficiently with beam
search.

In this paper, we use a moderate complex but still power-
ful language model, LSTM, for sentence generation3. The
LSTM generator can be formulated as:

2Method to determine K is discussed in the Speeding Up section.
3It does not really matter what kind of recurrent neural network is

used here as the language sequential model since what we proposed
in this paper is a framework to generate diverse sentences based on
any kinds of such model. We choose LSTM due to its simplicity and
the satisfactory results.
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where I
feat

is the feature of input image I extracted by con-
volutional network, X is the encoding matrix of input words
and p is the index of the word, W s are the connection weights
in the network, � is the sigmoid and h is the hyperbolic tan-
gent function. We extract features of images with VGG Net
[Simonyan and Zisserman, 2014] trained on image dataset in
ILSVRC-2014 image classification competition. Please refer
to [Hochreiter and Schmidhuber, 1997] for more details and
explanations of LSTM.

Generating captions with GroupTalk is illustrated in Figure
1 with reference to the generating path: image feature is first
extracted by CNN then feed into different LSTMs to generate
diverse descriptions.

However, given the set of sentences S , the group informa-
tion P (s 2 S

k

|I) is not available, which makes it impossible
to directly train our model by eq. (2).

In order to compute P (s 2 S
k

|I), we need to cluster sen-
tences. Equation (2) is quite similar to GMM which can be
solved with EM algorithm [Dempster et al., 1977]. However,
a language neural network (e.g., LSTM we used) represents
a highly non-linear and discontinuous distribution that will
easily overfit to several sentences.

Considering if we directly use the E-step in EM algorithm
to compute P (s 2 S

k

|I) by

P (s 2 S
k

|I) = P (s|I, s 2 S
k

)P
l

P (s|I, s 2 S
l

)

. (3)

This will suffer from two major problems:
1. We need to forward this sentence in all K LSTMs with

full process to compute P (s|I, s 2 S
l

), which is inefficient.
In every tick, we have to compute the probability of next word
given the current one, which requires us to compute the ma-
trix multiplication involving an H ⇤ N matrix, where N is
the dictionary size and H is the size of the hidden units. This
is the most expensive part of the forward phase which takes
more than 70% computing time, and the computation over-
load will grow proportionally with respect to both the number
of the describing models and the size of the dictionary.

2. As the distribution represented by LSTM is highly non-
linear and discontinuous, these describing models can overfit
to some local minimum very soon that only generates some
specific sentences with very high probability for any input im-
ages (i.e., for some sentences, P (s 2 S

k

|I) is very large for a
specific model for any input images and almost zero for some
other sentences), which means they converge to an unsatis-
fying solution quickly. Consider an extreme case where we
have two models, where an impenetrable one only generates
sentence “a dog is chasing a man” for any input images, and
another generating sensible sentences based on the visual in-
formation, then it’s very obvious that only the sentences very
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similar to “a dog is chasing a man” will have a high proba-
bility to be generated by this model, and further training with
these sentences makes this model more confident about the
correctness of itself. This problem will become more serious
when we enlarge the number of models.

To deal with aforementioned problems, we need a way to
compute P (s 2 S

k

|I) in an efficient way while weaken the
accuracy of it in order to have subtle distinctions not yield
large probability difference.

In this paper, we devise several important methods to over-
come these problems:

1. We explicitly design a weak classifier to compute P (s 2
S
k

|I) that avoids overfitting to the distributions of the de-
scribing models. The sentence classifier is a LSTM without
the word decoding part plus a softmax classifier. Given one
image and its corresponding description, we forward them in
the LSTM and obtain the hidden representation (m

t

). Then
we input these features into the softmax classifier. In practice,
we can use the hidden state of the last tick (m

last

) or the aver-
age of all ticks ( 1

T

P
T

m
t

) as input into the softmax classifier.
We find they have similar performance while the averaging
way is faster to converge, so in experiments, we use the lat-
ter. As the number of hidden units represents the power of the
language model and increasing the size of hidden units brings
corresponding performance improvements, we purposely set
the size of hidden units of the classifier to a small value com-
pared to the describing model, which makes the classifier
can only distinguish the distinct differences between the sen-
tences generated by the describing models. Moreover, more
describing models makes it harder for the classifier to give an
accurate result, which further prevents some specific models
quickly overfitting to a few sentences.

2. The LSTM classifier is much more efficient. No matter
how many describing models we have, we only need to for-
ward the input sentence in the classifier once, and we do not
need to compute the decoding part which allow us to skip the
most expensive part in forwarding an LSTM. So the classifi-
cation speed is constant with respect to either the number of
the describing models or the size of the dictionary. Further,
training the classifier could be done with several thousands of
training samples in several epochs efficiently.

3. We use sampling instead of classification when select-
ing training samples for each model, i.e. each sentence has
probability P (s 2 S

k

|I) to be a training sample for the kth
model in one iteration. This allows us to use one sentence to
train several different models; these sentences can be seen as
general sentences with no specific preferences. In this way,
we train each model with as many sentences as possible to
improve the accuracy.

3.1 Optimization of GroupTalk
In GroupTalk, we propose a classification-by-generation
strategy to train our models, the overall framework of
GroupTalk is illustrated in Figure 1. Formally, in each itera-
tion (usually hundreds of batches), we train a classifier based
on the sentences generated by different describing models fol-
lowing generating path to compute P (s 2 S

k

|I), and then
use this classifier to separate the sentences in the training set
into different groups for each model by sampling, which is

Ground truth

A+blue+and+white+ai
rplane+with+a+silver+
plane+in+foregroun
d

A+blue+and+white+ai
rplane+with+a+silver+
plane+in+foregroun
d

A+blue+and+white+ai
rplane+with+a+silver+
plane+in+foregroun
d

A train traveling on 
a track while 
smoke is coming 
from it.

Weak classifier

LSTM

VGG Net

··· ···
LSTM

An old fashioned steam 
engine with cars 
attached.

A train sitting on top of 
train tracks near forest.

LSTM

A train on the tracks with 
smoke coming out the 
top.

LSTM

To train 
classifier

Black Arrow

Dash Arrow

Color Arrow

Generating Path

Training classifier

Learning Path

Figure 1: The intuitive structure of GroupTalk. During train-
ing, a classifier is trained based on sentences generated by
several LSTM models (we use three describing models here)
following the generating path, then the sentences in training
set are classified by this classifier as training samples for re-
spective models as in the learning path; and these steps are
repeated until convergence.

shown as the learning path. This allows us to learn the
group information based on the distribution of each describ-
ing model represented by the sentences they generated.

3.2 Speeding Up with Pre-training
Training several models following the previous algorithm
from scratch may be slow, even with the efficient classifier;
usually, training two describing models requires at least dou-
ble training time. However, when the models have not learnt
the distribution of natural language the trained classifier is not
meaningful, which suggests that we do not need a classifier
in the early stage. As widely applied in convolutional net-
work, usually we use a model well trained for some related
task as a start point and further fine-tune it to improve the per-
formance for our target task to speed up the training. Here,
we borrow this idea and use the model trained following the
traditional way based on eq. (1) as a start point denoted as
base model. However, if we use weights of this base model
as the initial weights for all describing models, the generated
sentences will be same for all models, thus the classifier can
not learn any information. Therefore, we have to make some
modifications to the weights of the base model. There are
many possible ways, such as randomly selecting a subset of
training samples to train the model a few more epochs or al-
tering some weights of the network. Here we use a more so-
phisticated way, we select a set of sentences with low gener-
ating probability with reference to the base model as training
samples. These samples can be seen as the non-general sen-
tences that we need our models to learn to increase diversity,
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Table 1: The image captioning performance comparisons in terms of accuracy.
Flickr8K Flickr30K MS COCO

B-1 B-2 B-3 B-4 B-1 B-2 B-3 B-4 B-1 B-2 B-3 B-4

Nearest Neighbor – – – – – – – – 48.0 28.1 16.6 10.0
Mao et al. 58 28 23 - 55 24 20 – – – – –
LRCN – – – – 58.8 39.1 25.1 16.5 62.8 44.2 30.4 –
Chen and Zitnick – – – 14.1 – – – 12.6 – – – 19.0
Neuraltalk 57.9 38.3 24.5 16.0 57.3 36.9 24.0 15.7 62.5 45.0 32.1 23.0

Base model (S) 45.8 22.6 11.5 6.5 43.4 19.9 9.3 4.6 51.3 28.1 15.7 8.9
Base model (B) 62.6 40.5 26.9 18.0 63.5 39.9 26.0 17.0 68.1 47.4 33.9 24.8
GroupTalk

Model 1 61.5 39.7 26.1 17.1 64.3 40.0 25.9 16.7 65.1 44.3 31.3 22.7
Model 2 62.7 39.5 25.5 16.6 59.6 37.4 24.1 15.8 68.5 46.9 32.8 23.5
Model 3 – – – – – – – – 68.4 46.3 31.8 22.2

thus this gives us a reasonable start point. The further trained
model is referred to as the seed model.

After we obtain the base model and the seed model, we
take these two as two initial models and train them following
the algorithm we discussed in previous section. After some
epochs, when these two models both have learnt their specific
distributions, we add another seed model to this model set and
further train these three models. We can monitor the perfor-
mance of the new model and the difference among these mod-
els to decide whether we can add another model based on the
requirements of the specific application. This step is repeated
until we get the desired number of describing models. We
find in our experiments that this method is effective and we
can train three models in less than a week on a large dataset
(MS COCO) with an implementation in Python on CPU4.

4 Experiments
4.1 Datasets, Data Preprocessing and Network

Settings
We run our experiments on Flickr8K [Hodosh et al., 2013],
Flickr30K [Hessel et al., 2015] and MS COCO [Chen et al.,
2015] which are three benchmark datasets widely used in im-
age caption related tasks. These three datasets contain 8, 000,
31, 000 and 123, 000 images respectively and each image is
annotated with 5 sentences on crowd-sourcing platform. The
crowd-sourcing data naturally provided sentences with great
diversity for us.

For Flickr8K and Flickr30K, we use 1, 000 images for val-
idation and 1, 000 for testing, and for MS COCO, we use
5, 000 for validation and 5, 000 for testing.

Since many image-caption related studies have discovered
that not back-propagating the gradients into the convolutional
network yields better performance [Karpathy and Li, 2015;
Vinyals et al., 2014], we extract features of all images with
VGG Net trained on the image dataset in ILSVRC-2014 im-
age classification competition before our training.

4This can be further speed up several times by using more effi-
cient implementations such as Lua with Torch based packages and
training on GPU.

Following [Karpathy and Li, 2015], we convert all sen-
tences to lowercase, discard non-alphanumeric characters and
then filter words to those that occur at least 5 times in the
training set, which results in 2, 538, 7, 414, and 8, 791 words
for Flickr8k, Flickr30K, and MS COCO datasets respectively.

There are many image caption generating framework, and
most of them can be integrated with our framework, we de-
cided to use one simple but still powerful model to generate
sentences as our base model.

As shown in Figure 1, we use a convolutional network (Vg-
gNet) as image feature extractor and use a single-layer LSTM
as a language generation model. Using a more powerful lan-
guage model such as multi-layer LSTM, bidirectional LSTM
or LSTM combined with attention model are demonstrated
to give better performance based on the BLEU score which
measure the similarity of sentences between generated sen-
tences and reference sentences (groundtruth).

We set the size of hidden units in the LSTM of describing
models to 512 and classifier to 128. We use two describing
models (Model 1/2) for Flickr8K and Flickr30K and three
describing models (Model 1/2/3) for MS COCO. The number
of describing model is set based on the size and the degree of
diversity of the training data.

4.2 Accuracy
Before we evaluate the diversity of the generated sentences,
we need to validate that the sentences generated by these de-
scribing models of GroupTalk are reasonable and accurate,
i.e., GroupTalk does not make the captions more variable by
generating incorrect captions.

First we need to evaluate the performance of the base
model (in the Speeding Up section which is trained follow-
ing the traditional way). To show that the base model we
choose bears both expression power and simplicity, we first
compare it with other state-of-the-art end-to-end image cap-
tioning models with similar complexities:

• Nearest Neighbor: This is the baseline where a retrieval-
based strategy is applied based on the similarity of image fea-
tures.

• Mao et al. [Mao et al., 2014]: In this model, image
network and RNN are fused in a multimodal layer.
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Table 2: Diversity evaluation. # / " depicts that a larger value indicates a less/more diverse result.
Dataset Model mB-1# mB-2# mB-3# mB-4# DIV-1" DIV-2" DIV-3" DIV-4"

Flickr 8K Base Model (B) 0.83 0.77 0.72 0.69 0.49 0.63 0.68 0.72
GroupTalk 0.53 0.37 0.27 0.20 0.62 0.85 0.91 0.94

Flickr 30K Base Model (B) 0.85 0.79 0.75 0.71 0.48 0.62 0.66 0.70
GroupTalk 0.60 0.44 0.35 0.28 0.58 0.81 0.87 0.92

MS COCO Base Model (B) 0.87 0.80 0.74 0.70 0.38 0.54 0.61 0.67
GroupTalk 0.73 0.59 0.49 0.41 0.47 0.71 0.81 0.86

Table 3: Statistics of word usage preferences.
Model #plane #airplane #jetliner #jet

Model 1 0 14 64 10
Model 2 13 84 0 0
Model 3 72 25 0 0

• LRCN [Donahue et al., 2014]: A model with a 2-layer
factored LSTM with a structure similar to Mao et al.

• Chen and Zitnick [Chen and Zitnick, 2014]: This model
explores the bi-directional mapping between images and sen-
tences with RNN.

• Neuraltalk [Karpathy and Li, 2015]: This model uses
a structure similar to our base m odel except the LSTM is
replaced with a basic RNN.
The evaluation results are from [Karpathy and Li, 2015].

It is worth noting that the structure of our base model is
quite similar to Google NIC [Vinyals et al., 2014], in which
the VGG Net in our base model is replaced with GoogLeNet,
and model ensembling is applied5. Since none of the other
methods use this convolutional network and this training
technique, we do not compare with the original Google NIC
in our paper for a fair comparison.

We generate sentences with base model following two dif-
ferent strategies, with beam search (B) or with sampling (S).
While beam search is widely used in previous works, ran-
domly sampling next word based on the probability distribu-
tion of the LSTM output clearly has the potential to promote
the diversity.

We report BLEU-{1/2/3/4} [Papineni et al., 2001] which
measures the similarity between the generated sentences and
the groundtruth in table 1. Sentences are generated with beam
size 5 (except for Base Model (S)).

From table 1, we can observe that base model with beam
search (B) has a very satisfactory performance, even outper-
forms other models that are more complex and theoretically
more powerful than LSTM (this may due to the more power-
ful convolutional network). We incline to the opinion that the
model structure and training settings have a fundamental im-
pact on the performance of the model. However, how the net-
work settings and model designs influence the performance
of the language model is beyond the scope of this paper. In

5Ensembling works best with small datasets but is much slower
in both training and testing. We find on large dataset such as MS
COCO, we can obtain similar performance without ensembling.

order to evaluate the effectiveness of our framework, we ar-
gue that the following comparison should be limited within
the the base model and all describing models with the exactly
same settings.

We can also observe that generating image captions with
sampling (S) is not viable at all; the result shows that sam-
pling makes the captions false of the image.

The accuracy of the describing models (Model 1/2/3)
trained by GroupTalk following the Optimization and Speed
Up section is also given in table 1.

It can be observed that the accuracy of our describing mod-
els is only slightly worse than the base model (even slightly
better in BLEU-1), which shows the outputs of the multiple
describing models are accurate and GroupTalk does not make
the captions false of the image.

As shown in [Hessel et al., 2015], training with more cap-
tions is more important to boost the accuracy than training
with more images. With GroupTalk, we manage to train two
or three models simultaneously using the same amount of
training samples by sharing common sentences in multiple
models.

4.3 Diversity
Metrics
In order to evaluate the diversity of the models, we use two
metrics: 1) mBLEU based on BLEU proposed by ourselves
and 2) degree of diversity (DIV) used in [Li et al., 2015]

For simplicity, We denote B
i

(cand, ref) as the score of
BLEU-i where the candidate set is cand and reference set is
ref . Then the mBLEU-i of sentence set S(I

j

) containing
generated sentences describing the jth image in testing set is
defined as:

mB
i

(S(I
j

)) =

1

|S(I
j

)|
X

s2S(Ij)

B
i

({s}, S(I
j

)\{s}). (4)

DIV-n is computed as the proportion of unique n-grams in
all n-grams in set S(I

j

).
We report the mean of mBLEU-{1,2,3,4} and DIV-

{1,2,3,4} over all images in testing set in Table 2. For
each image, we generate one sentence with each model in
GroupTalk as S(I) (GroupTalk in Table 2) and the same
amount of sentences by base model with beam search as S(I)
(Base Model (B) in Table 2)6 .

6Sampling (S) is not viable as it generates captions with low
quality which is shown in previous section.
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Table 4: The demonstration of generated sentences by base model and GroupTalk on MS COCO.
Base Model with beam search size 3: GroupTalk

A large jetliner sitting on top of an airport tar-
mac.
A large jetliner sitting on top of an airport
runway.
A large passenger jet sitting on top of an air-
port runway.

Model 1: A large jetliner sitting on top of an airport
runway.
Model 2: An airplane sitting on the tarmac at an air-
port.
Model 3: A large air plane on a run way.

A train traveling down tracks next to a forest.
A train traveling down train tracks next to a
forest.
A train traveling down tracks next to a lush
green field .

Model 1: A train traveling down tracks next to a forest.
Model 2: A train on a train track with trees in the back-
ground.
Model 3: A train is traveling down the railroad tracks.

Since BLEU is a measurement of literal similarity between
sentences, the lower the BLEU score, the more diverse the
sentences generated by different describing models. The
BLEU-1 score (comparing with 1-gram) represents the dif-
ferent preferences with words while the BLEU-4 score (com-
paring with 4-gram) indicates the usage of different phrases
and structures. DIV follows a similar strategy but focuses on
the dissimilarity instead of the similarity.

Performance
We can clearly observe the mBLEU scores of the base model
are high, while GroupTalk obtains much lower mBLEU
scores, which shows that the sentences generated for one im-
age by the base model are all very similar while our frame-
work allows us to train several models generating image cap-
tions with high diversity. The mBLEU-1 scores show our
describing models use words with different preferences while
the mBLEU-4 scores shows the describing models tend to
describe images with different phrases and structures. DIV
supports the same conclusion from the perspective of dissim-
ilarity.

In order to demonstrate the models do learn different de-
scribing preferences, we choose a set of words for aircraft,
and count the occurrences of them in the sentences generated
by the describing models in testing phase on MS COCO and
the results are given in Table 3. We also give an example in
Table 4. It is clear that the three models learn different prefer-
ences while Model 1 learns to distinguish the type of planes
and Model 2 and 3 simply use ‘plane’ and ‘airplane’ with dif-
ferent biases.

Inspecting the classifier
To a deeper understanding of GroupTalk, we further inspect
the classifier by the learnt features. We randomly sample 30
images from the testing set of MS COCO and generate sen-
tences with three describing models. Then we forward these
sentences through the classifier and visualize the feature ex-
tracted by the classifier (the activations of hidden units of the
LSTM) with PCA in figure 2.

The figure shows that each model learns their specific dis-
tribution. Moreover, the sentences generated by these models

Figure 2: The embedding of sentences generated by three dif-
ferent models in the weak classifier.

mix in the center, which indicates that there are sentences
shared in the training phase as what we design. This is con-
sistent with the fact that people with difference preferences
still give some basic descriptions that are similar.

5 Conclusion
In this paper, we propose a framework called GroupTalk to
efficiently learn multiple language describing distributions si-
multaneously to mimic the diversity of the image captions
written by human beings. Experiments on several benchmark
datasets show that we diversify the captions describing the
same image significantly without sacrificing the accuracy.
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