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Abstract—Maximization of mutual information (MMI) is a pop-
ular similarity measure for medical image registration. Although
its accuracy and robustness has been demonstrated for rigid body
image registration, extending MMI to nonrigid image registration
is not trivial and an active field of research. We propose conditional
mutual information (cMI) as a new similarity measure for nonrigid
image registration. cMI starts from a 3-D joint histogram incorpo-
rating, besides the intensity dimensions, also a spatial dimension
expressing the location of the joint intensity pair. cMI is calcu-
lated as the expected value of the cMI between the image intensities
given the spatial distribution. The cMI measure was incorporated
in a tensor-product B-spline nonrigid registration method, using
either a Parzen window or generalized partial volume kernel for
histogram construction. cMI was compared to the classical global
mutual information (gMI) approach in theoretical, phantom, and
clinical settings. We show that cMI significantly outperforms gMI
for all applications.

Index Terms—B-splines, biomedical image processing, con-
ditional mutual information, free-form deformation, image
matching, image motion analysis, image processing, image
registration, mutual information, nonrigid registration, spline
functions, voxel-based similarity measure.

1. INTRODUCTION

INCE its introduction for medical image registration in
S 1995 [2], [3], mutual information (MI) has gained wide in-
terest in the field [4]. MI is a basic concept from information
theory that measures the amount of information one image con-
tains about the other. Starting from a reference image R and
floating image F' with intensity bins 7 and f, the mutual infor-
mation I (R, F) is calculated from the joint and marginal prob-

abilities p(r, f),p(r) = 32, p(r, f), and p(f) = 3=, p(r, f)

I(R,F)=H(R)+ H(F) — H(R, F) (1)
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with H(A,B) = -3, ,p(a,b)In(p(a,b)) and H(A) =
— >, p(a)In(p(a)) the joint and marginal entropy of random
variables A and B.

The use of maximization of mutual information (MMI) as a
registration criterion starts from the hypothesis that the images
are correctly aligned when the MI between the intensities of
corresponding voxels is maximal. Because MMI assumes only
a statistical relationship between both images, without making
any assumption about the nature of this relationship, image
registration using MMI is widely applicable. MMI has been
applied to a wide range of registration problems [5], covering
monomodal as well as multimodal applications. Its accuracy
and robustness has been demonstrated for rigid body image
registration of computed tomography (CT), magnetic reso-
nance (MR), and positron emission tomography (PET) brain
images [6].

The calculation of MI is typically based upon a global joint
histogram, expressing the joint intensity probabilities over the
whole image. The underlying assumption is that the statistical
relationship between both images is the same over the whole
image domain. Often, this is only approximately true, e.g., when
the images are distorted with a bias field or when structures with
different intensities in one image have similar intensities in the
other image, as e.g., bone and background in CT and MR.

When Ml is applied to rigid and affine image registration, in-
formation from the whole image is taken into account to steer a
limited set of parameters. Each of these parameters influences
the transformation over the whole image field (e.g., scale, trans-
lation). Therefore, global image registration hardly suffers from
local inconsistencies. Only strong bias fields are known to cause
problems [4].

Extending MMI to nonrigid image registration is not trivial
and an active field of research. A nonrigid transformation model,
with a higher number of degrees-of-freedom, will be able to
adapt for the local inconsistencies incurred using a global joint
histogram. As we will show in this paper, global MI-based non-
rigid registration might reduce smaller image details or have
problems with spatially-varying intensity inhomogeneity due to
a bias field.

These problems can be reduced using a local estimation of
the joint histogram. This can be obtained by progressively sub-
dividing the image and performing a set of local registrations
[7]-[9]. However, when the subdivided image parts become too
small, the small number of samples can limit the estimation
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Fig. 1. Comparison of entropies included in the total correlation (a) and cMI
(b). The dark color in (a) signifies that the area is counted twice.

performance of the local joint histogram. Several adaptations
have been proposed to overcome this. Likar and Pernus [8] com-
bine the local and global intensity distribution. Andronache et
al. [9] present a local intensity remapping to allow for the use
of cross correlation as similarity measure in the smaller subim-
ages. Weese et al. [10] argue that, when the image parts are suf-
ficiently small, they will likely contain not more than two dif-
ferent structures that are rather homogeneous. Therefore, they
propose to use cross correlation straightaway, without the need
for an intensity remapping.

An alternative approach has been proposed by Studholme
et al. [11]. They present a nonrigid viscous fluid registration
scheme, using a similarity measure that is calculated over a set
of overlapping subregions of the image. This is achieved by ex-
tending the intensity joint histogram with a third channel repre-
senting a spatial label. Several extensions of mutual information
for more than two variables exist; Studholme et al. choose the
total correlation (TC)

C(R,F,X)=H(R)+ H(F)+ H(X) - H(R,F,X) (3)
=H(R)+H(F)-H(R,F|X) €]

B ) [P S
=22 2 #nlxl <p(T)p(f)p(X)> )

r€ER fEF x€X

as similarity measure (see Fig. 1), with X expressing the spatial
position in the reference image. The image is subdivided into
cubic regions of 103-50% voxels, overlapping 50% in each di-
mension (i.e., in 3-D, every voxel belongs to eight regions). The
joint intensity histogram within each region is constructed using
B-spline Parzen windows [12].

Within this paper, we propose conditional mutual information
(cMI) [13] as similarity measure. The cMI I (R, F' | X) is calcu-
lated between the reference and floating intensity distributions
R and F', given a certain spatial distribution X

I(R,F|X)=H(R|X)+H(F|X)- HR,F|X) (6
_ N o [P S 1%)
= S St 1 ()

x€EX r€R fEF

Whereas the bi-variate gMI T(R, F') expresses the reduction
in the uncertainty of R due to the knowledge of F' (and
vice—versa), cMI expresses the reduction in the uncertainty of

IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 29, NO. 1, JANUARY 2010

R due to knowledge of F' (and vice—versa) when the spatial
location X is known!.

Total correlation calculates the sum of the pairwise mutual in-
formation between different channels. Thus, as shown in Fig. 1 it
includes not only the information shared by (R, F'), but also the
information shared by (R, X) and (F, X). ¢cMI calculates the
information that is shared between (R, F) but not available in
X. We believe cMI corresponds to the actual situation in med-
ical image registration, where the spatial location in the refer-
ence image of each joint intensity pair is indeed known a priori.
The transformation will only alter the floating intensities in each
joint intensity pair.

Similar to [11], we calculate cMI by extending the joint
histogram with a third dimension representing the spatial
distribution of the joint intensities. We incorporate cMI in a
tensor-product B-spline registration algorithm [14], using the
same kernel to calculate the weighted average of the B-spline
deformation coefficients and for the spatial distribution of the
joint intensities over the joint histogram. Thus, the similarity
measure is calculated at the same scale as the transformation
field.

We extensively compare cMI, gMI, and TC similarity mea-
sures for image registration. We first show that the proposed
method works on a theoretical example and on artificial im-
ages representing either a CT/MR registration or a registration
distorted by a bias field. Next, we start from a set of clinical
images and the BrainWeb database [15] to create a validation
dataset containing realistic transformation fields with a known
ground-truth. Finally, we use a real clinical problem of CT/MR
registration. In this case, the ground truth transformation is un-
known. For the validation, we resort to indirect measures such
as the Dice similarity coefficient and surface distance between
manually delineated corresponding regions in both images.

In the next section, we give a detailed explanation of our
method. In Section III, the validation results are presented. Sec-
tion IV discusses the proposed method and results. We conclude
in Section V.

II. METHODS

Consider a reference image R with intensity Zr(xg), a
floating image F with intensity Zp(xp) and a transforma-
tion g(xpg;W) that maps every reference position xpg to the
corresponding floating position xp = g(xpg;W) given a set
of parameters [L. In the next paragraphs we first describe the
transformation model g(xg; ) that defines the space in which
the best solution is sought and then the similarity measure that
calculates how well the reference and deformed floating image
match. Next, we give some details about the spatial resolution
at which both the transformation model and proposed similarity
measure are calculated. To conclude, we describe the calcu-
lation of the derivatives and the optimization and discuss the
computational complexity of the algorithm.

I Although total correlation (5) and cMI (6) are clearly different, (7)
is equivalent to (11) in [11]. We think this is due to a miscalcula-
tion of Studholme er al.: in [11, Eq. (6) and (7)], the authors state that
p(m1) = p(mq|r)p(r) and p(m2) = p(m- | r)p(r). However, this should
be p(my) = Y g p(my|r)p(r) and analogous. Note that Studholme uses
a slightly different notation, i.e., p,.(my) = p(my | r).
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A. Transformation Model

Several transformation models have been proposed for non-
rigid image registration. We adopt a tensor-product B-spline
model, as proposed by Rueckert et al. [14]. The B-spline model
is situated between a global rigid registration model and a local
nonrigid model at voxel-scale. Its locality or nonrigidity can be
adopted to a specific registration problem by varying the mesh
spacing and thus the number of degrees-of-freedom.

The 3-D transformation field is given by

g(xRr;1) = ZuijkﬂZZ (= k) BN

ijk

(v — k)
xBN (z—kp)  ®)

with A, , . the mesh spacing and 7., . the B-spline de-
gree. The transformation is governed by the displace-
ment vectors p, ;. associated with the tensor-product knots
kijx = (kP,kj,kf). Note that the transformation parameters
W are 3-D vectors, and thus (8) models a different function for
each dimension: g..(Xr; u”), gy(Xr; p¥), and g.(Xp; ).

B. Similarity Measure

We describe three different similarity measures: standard or
global mutual information (gMI), conditional mutual informa-
tion (cMI), and total correlation (TC). Each similarity measure
is based upon the (conditional) joint histogram, which is es-
timated using either Parzen window (PW) interpolation [12]
or generalized partial volume (PV) estimation [16], [17]. We
will first detail the formulation of the different similarity mea-
sures using Parzen window interpolation. Next the equivalent
formulas for the partial volume approach are given.

1) Global Mutual Information: To calculate the gMI be-
tween R and F', we start from the joint histogram H(r, f; L)
using a set of reference and floating bin centres » and f. The
Parzen window joint histogram is given by

HPY (r, fi1)
= Y w(Tr(xgr) — r)wp(Zr(g(xr;w) — f) 9

XRER

where w, and wj; are the Parzen window kernels used
to distribute an intensity over the neighboring bins. Be-
cause of their attractive mathematical properties, we have
chosen to use B-splines for the Parzen window kernels
wy(z) = wy(z) = B (z) with € the (constant) spacing be-
tween neighboring bins and 57 (z) = " (z/€)/e the expanded
B-spline of degree n. Throughout this paper, second degree
(npw = 2) B-splines are used to construct the histogram. Thus,
each joint intensity pair contributes to a 3 X 3 region in the
joint histogram. As the floating intensity Zr (x ) is sought at a
noninteger position xp = g(xg;L), it is obtained using n;th
degree B-spline intensity interpolation, choosing again n; = 2.
The joint probability distribution can now be calculated as

HPY(r, fi1)
rf pr(r‘, f’ u)

r, fiu) = 10
p(r, ;1) 5 (10)

which immediately leads to the mutual information as described
in (2).

2) Conditional Mutual Information: To extend the joint his-
togram with spatial information, we overlay a regular lattice
with knots x;;, = (2¥,2Y, z;) over the reference image. The

J
joint histogram (9) is extended with a spatial kernel wy

H.I:W(T: f: X H) = Z wr(IR(XR) - T)

XRER

xwy(Zp(g(xriW)) — flux(xr —x) (11)

with x € {x;;x}. x can be considered as spatial bins, as their
role in the above equation is analogous to the role of r and f.
Using n/, , ,th degree B-spline kernels for the spatial kernel in

Y,z
each dimension, and mesh spacing Afr,y,zv wy 18 given by

wx(Xp —X) =

BA (TR — mﬂZz X (TRy = 2y)Bni (TR —2) (12)

withXg = (TR,z, TRy, TR,») ANd X = (T4, Ty, T>).
Starting from (11), the conditional probability can be ob-
tained similar to (10), replacing p(r, f; ) with

HE™ (1, £,%; 1)

13
p(x; ) (1)

p(r, flx;p) =

using

S, HE (%)
Zr,f,x HSW(T‘, f7 X) '

p(x;p) = (14)

Finally, the above equations can be substituted in (7) to obtain
the cMI.

3) Total Correlation: Ascanbe seen from (5), the total corre-
lation is a mixture of global marginal entropies and conditional
local entropies. Therefore, it can be easily calculated combining
the formulas mentioned above.

4) Generalized Partial Volume: Compared to the Parzen
window approach, the generalized partial volume approach [17]
does not interpolate the floating image at the target position.
Instead, it partially hits the histogram with the intensities in the
floating image surrounding the target position, weighted with a
B-spline kernel. Thus, (9) becomes

Y fi = Y S w(Ta(xg) - 1)
xrERXxpEF

xwi(Zp(xp) = flws(xp; g(xr; W) (15)
with w, the partial volume kernel defining the neighborhood
surrounding the target position to include. For (15) to be differ-
entiable with respect to the registration parameters [, it is suffi-
cient that w, is differentiable with respect to W; hence, we can
choose nearest-neighbor interpolation for the kernels w, and
wy. As w, is spatially limited, the sum over the floating posi-
tions can be reduced to the nonzero values of the volume kernel.
The partial volume kernel is chosen equivalent to the interpola-
tion kernel above, thus we adopt a multidimensional B-spline
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kernel, i.e., the product of a simple n;th degree B-spline kernel
in each dimension.
The conditional joint histogram (11) becomes

Hpv f,Xl,l Z Z wr IR XR —T’)
XrERXxpFEF
xwg(Tr(xp) — flw,(xr; 8(XRr:W)wx(xg —x). (16)

C. Spatial Resolution

Equations (8) and (12) both stipulate the spatial resolution of
the algorithm. The former governs the region of influence of a
registration parameter and the latter the scale at which the cMI
and thus similarity measure is calculated. We will use the same
settings for the B-spline degree, mesh knots, and spacing in both
formulas. Thus, the local transformation around a certain dis-
placement vector is guided by the conditional joint histogram,
both using the same concept and scale of 1ocality. Therefore, we
also keep the B-spline degree n, , . = n/, , . fixed over asingle
registration: using B-spline subdivision formula’s, (8) can be re-
fined exactly for constant n when A, , . = Al is divided
by two.

The extent of the image region contributing to the joint his-
togram for a given spatial bin x is the same as the region of
influence of the corresponding displacement vector u, . Due to
the limited span properties of B-splines, this extent is limited
to a (ny + 1)A; by (ny + 1)A, by (n, + 1)A, cuboid cen-
tred around x, with a higher contribution for the voxels closer
to x. The mesh spacing A, , . regulates the locality of the cMI.
To represent a more global histogram, a large A, , - is chosen,
yielding a limited number of spatial bins or displacement vec-
tors containing contributions from a large image area. A fine
mesh with small A, , . and many spatial bins is used to calcu-
late a more local histogram and transformation field. In practice,
amultiresolution scheme is adopted, starting from a coarse mesh
and gradually refining it. For most applications we choose A, =
A, = A, although we deviate from this for non-isotropic data.

D. Derivatives and Optimization

A limited memory quasi Newton method [18] is adopted for
the optimization, using analytical derivatives to avoid discretiza-
tion errors. The derivative of (11) with respect to a transforma-
tion parameter /ij & 18 given by

OHP™ (1, f,%: )

= wr(Zr(xR)
aﬂfjk Z

— )
xr€ER
L Ows(Tr(g(xrin)) = f)
£
al%:jk

we(xg —x) (17)

and similar for gMI. The central factor is calculated using

dwy(Tr(g(xrik) = f) _
aﬂfjk

ot or

r=g(xr;W) aﬂ’zgjk
(18)

i=Tr(g(xr;l))
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and
dg(x; )
PG = [65337 65317 6§Z]T
Fiji
N (x— k) BN (y kY) BN (2 — ki) (19)

The image derivative 9Z¢(r)/0r depends on the image interpo-
lation scheme. We use n;th degree B-spline image interpolation
throughout this work, thus the calculation of the image deriva-
tive requires only B-spline derivatives.

For PV, the derivative of (16) with respect to a transformation
parameter /fj & 18 given by

Hp\ fox; u Z Z
—_— /U/T 7')
O/L”k XRERXxpEF
Owy (XF; ;
vy (Tr(cr) — 2 (Xg f(XR “”wx<XR —x) ()
L]k

requiring no image derivative.

E. Computational Complexity

Taking the limited-span properties of the B-splines into ac-
count, the construction of the PW joint histogram (9) for 3-D im-
ages requires v X 2(npw —+1) X 3(n;+1) B-spline evaluations per
iteration, with v the number of voxels, 2(npw + 1) accounting
for the Parzen window histogram update and 3(n; + 1) for the
floating image interpolation. The B-spline evaluations needed to
calculate the transformation field at each voxel are performed
only once for each multiresolution stage, which is possible if
the mesh spacing A, , . equals an integer number of voxels.
For the PV histogram, the image interpolation is replaced by the
partial volume kernel and the Parzen window histogramming is
no longer used, leading to v X 3(n; + 1) B-spline evaluations.
Note that the number of evaluations is independent of the mesh
spacing. The number of evaluations does not change for cMI,
as the spatial kernel for cMI is the same as used to calculate the
transformation field. If we take the same B-spline degree for all
aspects of the method, the ratios of computational complexity
forn=1,2,3arel:2.25:4forPWand1:1.5: 2 for PV.

However, the number of multiplications required for cMI will
increase, as a different joint histogram has to be constructed
for each mesh control point fi;;,. Whereas each joint inten-
sity pair contributes only to 1 (i.e., the global) joint histogram
for gMLI, it will contribute to (n, + 1)(n, + 1)(n. + 1) joint
histograms for cMI. This factor amounts to 8, 27, and 64 for
n = 1,2, 3, respectively. The number of joint histogram deriva-
tives will be multiplied with the same factor. Moreover, for gMI,
the memory requirement for the joint histogram and its deriva-
tives is b, x by x (#u + 1) floating-point numbers, with b,
and by the number of reference and floating bins and #u the
number of displacement vectors. For cMI, each spatial bin is
influenced by (21, + 1)(2n, 4+ 1)(2n. + 1) displacement vec-
tors, thus we need b, x by x ((2n, +1)(2n, +1)(2n. +1) +
1) x #u floating-point numbers to store the conditional joint
histograms and their derivatives, leading to excessive memory
requirements. Luckily, we do not need to store all cMI joint
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histograms simultaneously in memory. In theory, we could cal-
culate each joint histogram independently, requiring only b, X
by x ((2ny + 1)(2ny + 1)(2n. + 1) + 1) floating-point num-
bers in memory at the cost of extra calculation time as we will
have to recalculate the transformation field and re-interpolate
the floating image for each joint histogram. In practice, we run
over the voxels of the reference image, and create new cMI joint
histogram and joint histogram derivative structures as long as
we have sufficient memory. When we run out of memory, we
stop allocating memory and perform a second run to calculate
the cMI for the skipped spatial bins. If necessary, further runs
are performed as well. This way, we limit the number of cMI
joint histograms calculated simultaneously at the cost of extra
transformation field calculations and image interpolations.

To conclude, the calculation time ratio between conditional
and global MI will be somewhere between 1 if the execution
time is determined by B-spline evaluations and without memory
limits and 27 or 64 if we have to calculate all cMI joint his-
tograms independently. In practice, the number of iterations de-
pends on the method used, also influencing the calculation time.

III. EXPERIMENTS AND RESULTS

Accurate validation of nonrigid registration requires a set of
reference and floating image pairs and, for each pair, the ground
truth deformation. A registration is performed on each image
pair. Comparison of the obtained deformation fields with the
ground truth yields an estimate of the accuracy of the regis-
tration algorithm. However, ground truth deformations for non-
rigid registration are hard or impossible to obtain for real clinical
cases.

In this section, we used several experiments to compare cMI,
egMI, and TC, ranging from theoretical over phantom to clinical
data. First, we used a theoretical example to illustrate mathemat-
ically the difference between the different similarity measures.
In the second and third experiment, we applied a random trans-
formation to pairs of artificial images, representing multimodal
or bias field registration. In the fourth experiment, we deduced
realistic artificial deformation fields and corresponding images
starting from the BrainWeb [15] database and real patient im-
ages, similar to our work performed in [19]. Finally, we evalu-
ated the performance of the proposed registration algorithms on
clinical images used for radiotherapy planning. As in this case
the ground-truth transformation is unknown, we used overlap
measures on manual segmentations for the validation.

A. Experiment 1: Theoretical Example

Before we start the actual experiments, we calculate gMI,
cMI, and TC on a parameterised image pair. Starting from two
square images picturing two perfectly aligned concentric cir-
cles, as shown in Fig. 2, we apply a perturbation to the area A%’
of the inner circle SI" in the floating image. See the Appendix
for the mathematical details.

The influence of the perturbation on the similarity measures
is shown in Fig. 3(a). For cMI and the H (R, F' | X) term in TC,
we calculate the conditional entropy only in the central region,
as the conditional entropy of other regions remains constant.
All three measures have a maximum for AL = AZ. However,
the maximum of gMI and TC is only local. These measures

(b)

Fig. 2. Images used in the theoretical example. Starting from aligned images,
we apply a perturbation to the area of the inner circle S in the floating image.
(a) Reference. (b) Floating.
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Fig. 3. Evolution of (a) the MI and (b) the joint and marginal entropies for a
perturbation on the area AL of S4". ¢MI shows a global maximum for A =
AZ whereas the gMI and TC maximum are only local. (a) Mutual Information.
(b) Entropy.

reach their global maximum when A% = 0. ¢cMI, on the other
hand, has its global maximum as expected when the inner circles
are aligned. This can be explained using the entropy graphs in
Fig. 3(b). The global and conditional joint entropy show a local
optimum for both Af = 0 and AL = AE. However, for cMI,
the optimum at A" = 0 is more than compensated by the strong
decrease in H(F'| X) when going to zero. For gMI and TC,
the optimum at zero is the global optimum, as H (F) slightly
increases when going to zero.

B. Experiment 2: Multimodal Registration

For the second experiment, we created 200 artificial 2-D
multimodality image pairs, as shown in Fig. 4. They are
inspired by a slice through a lower limb in CT and MR, pic-
turing background, muscle, and bone. Each image, measuring
256 x 256 pixels, consists of a dark background (I = 0) and
two concentric polygons. The larger polygon is a hexagon with
a medium intensity (I = 200), representing soft tissue. The
smaller polygon is a pentagon, high intense (I = 400) in the
CT image and dark (I = 0) in the MR image, representing
bone. We have added uniform Gaussian noise (¢ = 50) to
the images. A mesh spacing of A, = A, = 32 voxels was
used for the B-spline transformation and the conditional joint
histogram estimation; 30 bins were used in the joint histogram
for the floating and the reference intensity. The experiment was
performed using either second or third degree B-splines for the
mesh and spatial kernel.

For each image pair, the transformation field was initialised
choosing 1 from a uniform distribution with a maximum



(a) CT (b) warped MR (c) average warped MR

(d) average TC PW (e) average cMI PW (f) average gMI PW

(g) average TC PV

(h) average cMI PV (i) average gMI PV

Fig. 4. Original images and average of the results obtained over all 200 mul-
timodal registrations using second degree B-splines. The best results (sharpest
average image) are obtained using conditional MI (cMI) and Partial volume
(PV) interpolation.

amplitude of 30 pixels. Starting from this transformation, the
MR images were registered to the CT image. The registration
quality was measured as the average intensity difference (AID)
between the original (noise-free) CT image and the final trans-
formation applied to this image. We also calculated the warping
index w, which is the root mean square of the local registration
error in each voxel. Note that, even for a perfect registration
(according to the similarity measure), the final transformation
might contain nonzero components within homogeneous re-
gions. Although this has no influence on the final transformed
image, it leads to an increased warping index. Both validation
measures were calculated over a region of interest 20% larger
than the outer polygon.

Fig. 4 shows the original images, the average of the trans-
formed CT images and the averages of the registered images ob-
tained using the different methods and second degree B-splines.
Sharp average images indicate accurate registration results. The
best results are obtained using cMI and PV interpolation. The
average image of the registrations using cMI combined with PW
has smoother pentagon and—to a lesser extent—octagon cor-
ners. The gMI and TC registrations show a clear shrinkage of the
pentagon, whereas the octagon is again sharper in the average
image using PV interpolation. The worst results are obtained
using TC and PW. The shrinkage could be expected from Sec-
tion III-A. Similar results have been obtained for third degree
B-splines.

The AID and warping index using second and third degree
B-splines are summarised in Fig. 5 and Table I; the table also
contains the calculation time. Within both the second and third
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Fig. 5. Boxplot of the registration results obtained for 200 artificial multi-
modality image pairs. The graphs show the average intensity difference (AID)
and warping index = (in voxels) of the registration result compared to the
ground truth. Registrations were performed using global MI (gMI), conditional
M1, and total correlation (TC), using Parzen window (PW) and partial volume
(PV) histogram estimation, and using B-spline degree n = 2 and n = 3.

TABLE I
RESULTS OF THE EXPERIMENTS SHOWN IN FIG. 5
[ [ AID [ w [ time (s) |
gMI PV | 39.16 £ 2.10 5.80 + 0.88 236 £ 0.45
eMI PW | 37.13 4+ 4.71 4.45 £+ 0.94 2.43 £+ 0.61
cMI PV | 17.17 + 3.81 212 + 046 | 11.94 £+ 2.16
n=2 | cMIPW | 33.53 + 8.32 3.69 £+ 0.83 13.13 + 4.13
TC PV | 61.59 + 1395 | 10.76 £+ 4.23 | 20.24 + 14.25
TC PW | 68.04 £ 11.08 7.87 £ 3.80 | 11.33 £ 4.62
initial | 70.06 + 6.30 6.06 + 0.89
egMI PV | 26.83 £ 4.63 2.61 £+ 0.61 2.54 £ 0.53
eMI PW | 30.34 4+ 5.48 3.15 £ 0.77 3.26 £ 091
cMI PV | 17.25 4+ 5.09 1.77 + 0.46 | 34.66 + 6.74
n=3 | cMIPW | 2940 + 6.22 3.00 £ 0.68 | 42.37 + 13.75
TC PV | 35.56 + 7.84 3.68 £ 1.29 | 41.14 &+ 16.27
TC PW | 46.45 £+ 10.57 395 £ 1.03 | 42.96 + 18.63
initial | 65.80 £ 6.17 523 + 0.89

degree B-splines experiments, cMI PV is significantly better
(p < 0.01) then all other methods for the AID and warping
index. Still for cMI PV, the difference in AID between n = 2
and n = 3 is not significant (p = 0.86) although a significant
difference is found in the warping index. The latter can prob-
ably be explained by the smoother deformation field for n = 3.
Calculations take about 3 times longer for n = 3 compared to
n = 2 for cMIL.

C. Experiment 3: Bias Field Registration

In the third experiment, we want to compare the robustness of
the different similarity measures to a bias field. To generate the
pairs of images, we start from the Lena image (8 bit, 256 x 256
voxels). It was used unmodified for the reference image, for the
floating images it was distorted with a second-degree multiplica-
tive bias field az? + bxy + cx + dy? + e, with a to e uniformly
sampled from {[—0.75, —0.25],[0.25,0.75] }. Next, the floating
image was deformed and registered and the results were vali-
dated similar to the previous section.
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(g) average TC PV

(h) average cMI PV (i) average gMI PV

Fig. 6. Average of the results obtained over all 200 registrations after bias field
distortion.

The original Lena image, an example of a warped and bias
field distorted image, and the average images after transforma-
tion and after registration are shown in Fig. 6. The average im-
ages obtained using cMI are clearly sharper than the ones ob-
tained using gMI, indicating a more accurate registration. This
can be seen e.g., at the top of the hat, in the details of the
hair, but also in the face. Similar results have been obtained for
third degree B-splines. The AID, warping index, and calculation
time using second and third degree B-splines are summarised in
Fig. 7 and Table II.

For n = 2, both cMI PV and cMI PW are significantly
better than all other methods for the AID as well as for the
warping index. cMI PW is significantly better than cMI PV for
the warping index, whereas for the AID p = 0.096. Also for
n = 3, cMI PV and cMI PW significantly outperform all the
others, with cMI PW being significantly better than cMI PV for
both criteria. Comparing n = 2 and n = 3 shows no signifi-
cant difference between both cMI PV or cMI PW results. The
n = 3 calculation time for conditional measures is almost 3
times longer than the time for n = 2.

D. Experiment 4: BrainWeb

For the next experiment, we move to clinical images and real-
istic deformations. The images are obtained from the BrainWeb
database [15]. This database consists of simulated t1-weighted
(T1), t2-weighted (T2), and proton density (PD) brain MR im-
ages of 181 x 217 x 181 voxels with a 1 mm voxel size in each
dimension, calculated from a single phantom. Therefore, the im-
ages are a priori in perfect alignment. BrainWeb also provides
multiplicative bias fields that can be applied to the images. To
obtain a set of realistic deformation fields, we start from nine
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Fig. 7. Boxplot of the registration results obtained for 200 bias field distor-
tion pairs. The graphs show the average intensity difference (AID) and warping
index = (in voxels) of the registration result compared to the ground truth. Reg-
istrations were performed using global MI (gMI), conditional MI, and total cor-
relation (TC), using Parzen window (PW) and partial volume (PV) histogram
estimation, and using B-spline degree » = 2 and n = 3.

TABLE 11
RESULTS OF THE EXPERIMENTS SHOWN IN FIG. 7
[ [ AID [ w [ time (s) |
gMI PV | 39.61 & 11.82 10.64 £ 4.80 6.41 £ 243
eMI PW | 38.73 £+ 12.74 9.69 £ 5.01 7.52 £+ 3.05
cMI PV | 25.38 4+ 9.00 327 £ 1.82 40.17 £ 11.61
n=2 | ¢cMI PW | 23.93 + 8.39 2.58 + 1.40 51.60 4+ 13.51
TC PV | 44.13 £ 13.60 9.38 £ 5.58 26.43 + 12.86
TC PW | 40.60 + 12.21 7.08 £ 4.06 30.74 £+ 18.10
initial | 42.63 + 2.29 6.10 & 0.39
gMI PV 39.16 + 11.82 10.27 + 4.91 8.48 + 3.08
gMI PW | 38.54 £+ 12.76 9.31 £+ 5.24 10.56 + 4.08
cMI PV | 24.29 £ 8.39 325+ 197 113.56 + 34.48
n=3 cMI PW | 22.21 + 7.62 2.36 + 1.44 158.30 + 37.30
TC PV | 35.55 £ 13.02 6.57 £+ 4.52 77.03 4+ 31.86
TC PW | 33.37 £ 11.52 5.00 £+ 3.33 104.69 + 47.69
initial | 40.34 + 2.09 527 £ 0.44

patient T1 brain images with dimension 256 x 182 x 256 and
various voxel sizes of about 1 x 1.2 x 1 mm?®. The BrainWeb
T1 image is registered to each patient T1 image. The obtained
deformations are applied to the BrainWeb T1 and PD images to
produce deformed T'1’ and PD’ images for each patient. Prior to
deformation, a bias field is applied to the BrainWeb images. This
way, a set of deformed images with known deformation fields is
obtained. This procedure is repeated for each mesh spline de-
gree, so each time a slightly different transformation field is
obtained. Next, a different bias field is applied to the original
BrainWeb T1 and PD images and they are registered to the de-
formed T1’ and PD’ BrainWeb images. Thus, for each patient
and each parameter set, four nonrigid BrainWeb-patient vali-
dation registrations can be performed: two intramodal (71 —
T1,PD — PD’) and two intermodal (71 — PD’,PD —
T1).

Experiments were performed with 6, 14, 30, 62, 126, and 254
intensity bins; a mesh B-spline degree of 1, 2, and 3, and global
and conditional MI. The registration settings can be found in
Table III. We learned from previous experiments [19] that the
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Fig. 8. BrainWeb registration results for (left) monomodal and (right) multimodal and (top to bottom) mesh spline degree » = 1, 2, and 3. Each graph represents
the results for 6-254 bins and conditional and global MI. The best results are obtained with » = 2 and 30 bins. The difference is clearest in the multimodal case.

TABLE III
REGISTRATION SETTINGS FOR BRAINWEB IMAGES

Stage | Scale | Mesh (voxels) | Interpolation

1 1/4 256 partial volume
2 1/4 128 partial volume
3 1/4 64 partial volume
4 1/4 32 Parzen window
5 1/2 32 Parzen window
6 1/2 16 Parzen window

best results are obtained using PV interpolation for the coarse
registration and PW interpolation for the finer stages. There-
fore, we used PV interpolation for stages 1-3 and PW for the
remaining stages. For the validation, we calculated the warping
index between the ground-truth field and the field obtained by
the validation registrations. The warping index was evaluated in
the foreground only, defined by a ROI covering the brain region.

The results are summarized in Fig. 8, showing the calcula-
tion time and warping index for different registration settings.
In most cases, best results are achieved using cMI, however at
the cost of an increased calculation time. The biggest advan-
tage of cMI over gMI is seen for multimodal registration with
first and second degree B-splines. High registration errors (up to
60 mm) can occur when registration in the final stages diverges
from the ground-truth optimum.

E. Experiment 5: Clinical CT/MR

In our last experiment, we applied global and conditional MI
to MR/CT registration for colorectal cancer treatment [20]. The
clinical goal of the registration is to transfer expert delineations
of structures of interest from the MR scan to the CT scan. Most

structures (and the tumor) are better visible in the MR scan,
yet the CT scan is required to perform the actual planning and
dose distribution calculation. This registration is a challenging
problem, as MR and CT images differ significantly due to dif-
ferences in rectum position and filling and the CT contrast of
the region of interest is rather limited. Moreover, the MR image
is slightly distorted with a bias field.

We dispose of 41 pairs of patient MR and CT scans. The
pairs are obtained from 14 patients. For each patient, at three
different time points during treatment, an MR and a CT image
were recorded (one CT/MR pair is missing). A trained radio-
therapist manually segmented the rectum in each CT and MR
image. A multiresolution registration scheme is adopted to
register the images within each pair to each other, using the
CT image as reference image. The mesh spacing, as well for
the cMI calculation as for the tensor product B-spline field,
is gradually decreased, starting from 512 x 512 x 64 voxels
(about 400 x 400 x 313 mm?) in the first stage to 32 x 32 x 8
voxels (about 25 x 25 x 40 mm?) in the fifth and last stage.
Based upon initial experiments, we have chosen to use 30 bins
for the floating and reference intensities in the joint histogram
and PW interpolation.

The results obtained using cMI and gMI are compared to rigid
alignment. As validation measure, the Dice similarity criterium
(DSC) and surface distance (SD) between corresponding rectum
segmentations are evaluated (see Fig. 9). Both for DSC and SD,
conditional MI significantly (p < 0.01) outperformed global
MI and rigid registration. An example comparing segmentations
obtained by global and conditional MI is shown in Fig. 10. The
cMI registrations took on average 10610 s (8050-13022 s) and
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Fig. 9. Validation results for global MI (gMI) and conditional (cMI) MI regis-
tration of clinical MR and CT data sets for the manual delineation of the rectum.
(a) Dice similarity overlap criterium (DSC) and (b) the average surface distance.
Better results have a higher DSC and lower surface distance.

@ (b)

Fig. 10. Some rectum delineations obtained using gMI and cMI based image
registration, compared to the manual (MR) segmentation.

the gMI registrations 723 s (466-960 s), with the fifth stage
accounting for 56% and 66% of the total registration time.

IV. DiscussioN

In the context of nonrigid registration, registration by maxi-
mization of mutual information may lead to undesired results.
Our experiments have shown that global MI, an established
similarity measure for rigid registration, can be outperformed
by conditional MI for different applications of nonrigid
registration.

In experiment 1, we have shown that global MI has a spu-
rious optimum when the size AY of the inner circle SI" in the
floating image is reduced to zero. Mutual information tries to
maximize the marginal entropies while simultaneously mini-
mizing the joint entropy. If A¥ would grow while A¥ shrinks
proportionally, the depth of the local minimum for gMI and TC
between AL = 0 and AL = A will increase and the optimum
at AL = 0 will decrease compared to the one at AL = AL Ata
certain point, the optimum at AZ" = AZ will become the global
optimum, although a local optimum at AY = 0 will remain.
Looking at Fig. 3(b), the relative weight of both local optima

depends only on H(F'). H(F) reaches a maximum if both in-
tensities have a probability of 0.5, thus the sign of the slope of
H(F) depends on the relative size of A%+ A compared to AZ.
As the slope remains limited compared to the slope of H (R, '),
it will never eliminate the local optimum as A% = 0.

Total correlation, as proposed by Studholme [11] behaves
similar to gMI. The steeper slope in the conditional joint en-
tropy compared to the global joint entropy will make the local
optima at both A" = 0 and AL = AE more attractive. The rela-
tive weight of both is determined by the global marginal floating
entropy, which is unable to compensate for the local optimum
at AY = 0.

H(R, F | X) also shows two local optima. However, the op-
timum at AZ" = 0 is removed from the mutual information due
to the large change in H (F | X) for diminishing AZ". Even if the
optimum of H (F | X ), which is currently around AL ~ 1.5A%,
shifts to the left due to a different relative size of A¥ compared
to AR, H(F| X) will always be 0 for AX = 0 as at this posi-
tion the central region is completely homogeneous. Therefore,
the optimum at AL = AZ will always be the global optimum.
The conditional joint histogram is no longer distorted by fea-
tures somewhere else in the image, and mutual information can
do its job: comparing the joint and marginal entropies.

Experiment 2 validates the results obtained in experiment 1.
As expected, the experiment clearly shows that global MI and
total correlation can reduce small image features, whereas con-
ditional MI encounters no problems.

In experiment 3, we compare global MI and conditional MI
for bias-field distorted images. gMI estimates the joint proba-
bility by combining contributions from spatial locations all over
the images, thus implicitly assuming the joint intensity distribu-
tion for a given structure is spatially homogeneous. However,
a nonuniform bias field will provoke an artificial smoothing of
the histogram causing spurious optima. Therefore, nonrigid reg-
istration using global MI might look for a transformation that
sharpens this histogram without aligning corresponding struc-
tures. Using cMI, the extent of the assumed spatial homogeneity
of the joint intensity distribution is limited to a single spatial bin.
This reduces the relative influence of the bias field on the joint
histogram compared to the features themselves. Thus the regis-
tration will more often register the features, as shown in exper-
iment 3.

Experiment 4 moves from the artificial images in the previous
experiments to more realistic images and deformations, yet suf-
ficiently controlled to enable calculation of the ground-truth
transformation. When the course of the similarity measure is in-
fluenced by a combination of noise, bias fields and intensity dis-
agreements between the reference and floating image, cMI can
increase both the robustness and accuracy of the registration.

Experiment 5, finally, shows that also for real clinical appli-
cations, cMI can provide significantly better results than gMI,
however at the cost of extra computation time.

Although we did not experimentally validate it, we think cMI
might also be beneficial for rigid image registration, especially
for images distorted with a strong bias field or for images
showing a lot of structures with similar intensities in one of
both images. We think one should avoid calculating a simi-
larity measure, and especially mutual information, at a larger
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TABLE IV
% NONZERO BINS IN FINAL STAGE FOR BRAINWEB IMAGES

bins [ 6% [ 147 | 30° [ 622 | 126> | 2547
gMLLn=1 | 100% | 99% | 96% | 94% | 90% | 81%
gMLn=2 | 100% | 99% | 96% | 94% | 90% | 84%
gMLn=3 | 100% | 99% | 96% | 94% | 90% | 84%
ML n=1] 4% | 38% | 32% | 27% | 20% | 13%
ML =2 | 54% | 45% | 40% | 35% | 29% | 20%
cML =3 | 58% | 49% | 46% | 2% | 35% | 25%

scale than the scale of the transformation field. Otherwise, the
transformation field might introduce spurious transformations.
However, when the similarity measure is calculated at the same
scale (as in this work) or at a smaller scale (e.g., when using
cMI for rigid registration), the similarity measure will not be
able to introduce this kind of spurious transformations.

This scale problem is not encountered when using e.g., sum
of squared differences (SSD) as similarity measure. SSD cal-
culates the image similarity on a voxel-scale by evaluating the
voxel-by-voxel intensity difference. Global SSD is the integral
of the local intensity difference over the whole image; in the case
of nonrigid registration, the local similarity (i.e., the similarity
within the span of a transformation parameter) is not influenced
by intensities outside its span. The peculiarity about global MI
is that a local change in one part of the image will change the
joint histogram, and thus also the measured similarity in another,
completely different part.

An important choice to make, both for cMI and tensor-
product B-spline registration, is the mesh size. In the multires-
olution registration scheme, the mesh size decreases at each
refinement stage. For a given mesh size, the spatial bin size
depends on the B-spline degree 7. In 3-D, each conditional joint
histogram receives contributions from (n + 1)® mesh elements.
The B-spline degree also modifies the smoothness of the trans-
formation, as g € C(™~Y. Finally, a higher B-spline degree
will also exponentially increase the cMI calculation time, as
for each conditional joint histogram more mesh elements have
to be taken into account.

When the size of a spatial bin decreases, the number of joint
intensity pairs contributing to a single bin in the joint histogram
diminishes, reducing the statistical power of the histogram. This
effect is countered because the number of features present in
a spatial bin will decrease also. As the intensity bins are de-
fined such that they span the intensity range of the whole image,
the number of nonzero bins will decrease for fewer features.
The available information is distributed over a smaller number
of bins, again increasing the statistical power of the joint his-
togram. Therefore, in a small mesh element a significant amount
of bins is expected to be equal to zero. The average percentage of
nonzero bins for the BrainWeb experiments is given in Table I'V.
The number of voxels contributing to each nonzero bin fur-
ther increases due to the Parzen window or generalized partial
volume interpolation, both using second degree B-splines. Be-
cause of this interpolation, each joint intensity pair actually con-
tributes to 3 x 3 or 3 x 3 X 3 bins.

In the BrainWeb case, as can be seen in Fig. 8, we obtain
cMI results comparable to gMI with first-degree B-splines, up
to 126 x 126 bins in the joint histogram and a voxel mesh of
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8 x 8 x 8 voxels. In theory, this would lead to on average 0.258
voxels/bin in the final stage; after correction for nonzero bins
and interpolation we end up with about 11.6 voxels/bin. Best
results are obtained with n = 2 and 30? bins, using on average
346 voxels/bin.

It is difficult to define a priori an ideal size for the spatial
bins and mesh size. In our experiments, we did not encounter
problems using the smallest mesh size used in previous exper-
iments using only gMI [19]. We choose the smallest mesh size
that still gives a reasonable increase in similarity for a given re-
sult for gMI, and do not notice problems with cMI for the same
settings.

When the spatial bins become too small to allow for a reliable
MI calculation, an alternative could be to use local cross-corre-
lation, as proposed by Weese et al. [10]. They argue that, for suf-
ficiently small regions, the number of distinct structures present
in each region is almost everywhere either 1 or 2 as most regions
will be either completely contained in a single homogeneous
structure or located at the boundary of two adjacent structures,
with a negligible number of regions containing three or more
structures. For one or two distinct structures, cross-correlation
is a sufficiently strong measure, as argued by Weese et al.. They
obtain a good agreement between registrations using local CC
and MI. Based on these results, local CC might be a good mea-
sure for nonrigid registration as well. For this to be true, the
assumptions made above for local CC should not only hold on
average over the whole image (as for affine registration), but
also in each individual region.

Within this work, we have chosen to use a B-spline mesh as
input for the spatial bins. It is straightforward to use any other
(fuzzy) image segmentation available. In this way, the work is
related to the work of D’Agostino er al. who uses classes ob-
tained from an atlas to build multiple joint histograms [21].

The main disadvantage of cMI is its increased computation
time. Whereas the average multimodal gMI registration times
in experiment 4 for first, second, and third degree B-splines are
100 s, 190 s, and 484 s, respectively, the corresponding cMI
registrations take on average 436 s, 5966 s, and 17675 s, which
is an increase with a factor of 4, 31, and 37. However, as for
cMI the conditional histograms can be calculated separately, it
can easily be parallelized.

V. CONCLUSION

We have proposed cMI as a new similarity measure for non-
rigid image registration. We have shown that cMI can overcome
several problems inherent to the use of global MI, using artifi-
cial and clinical images, and theoretically explained the results.

APPENDIX

Consider Fig. 2. We use AZ and I} to describe the area and
intensity of structure S* and analogous. As I = IF', the joint
histogram for perfectly aligned images, is given by

0 A o 0o AF o
Ty = [A{“ 0 A?} = {A{“ o ar| @D
as initially AR = AF . To calculate the conditional mutual infor-
mation, we assume a zeroth degree B-spline mesh overlaid over
the reference image, as indicated by the dashed line in Fig. 2.
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The conditional mutual information will be the sum of the mu-
tual information of each of the spatial bins. Using Ag"l as the
area of the part of S¥ contained within the central spatial bin,
the joint histogram for this central spatial bin is

0 AF 0]:{0 AL 0]

0 0 AR 0 o0 AF @2)

"= |

Now, we apply a perturbation € on S such that AL = A% +e.
The global and conditional joint histograms now become

(T R _
;R Aze ¢ 140R:|7 fOrGZO
Ho =40 4B _. (23)
AR 2 R :|, fOrCSO.
L [ A7 0 A3 +e
([0 A —¢ OR} for ¢ > 0
0 A b -_
Hele) = o ARIG _63 (24)
2 for e < 0.
Lo 0 A§+J’ ores

The perturbation will only influence the size of the structures
contained within the central spatial bin, so the contribution of
the peripheral spatial bins to cMI and TC remains constant.

From (23) and (24), the mutual information can be calcu-
lated easily using (2). To create the graph in Fig. 3, we chose
a radius of 3.5 and 12.5 for the inner and outer circle and a
square edge of 32. The local optimum of the gMI is situated
ate = —AFAR /(AR 4+ AR,
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