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Abstract—We study the high-power asymptotic behavior of no side-informatiorsetting. Thefull side-informationsetting
the sum-rate capacity of multi-user interference networkswith s also called “fully cognitive network”, and it correspand
an equal number of transmitters and receivers. We assume tha to a broadcast channel with multiple receivers. Freeside-
each transmitter is cognizant of the message it wishes to cosy . . L . .. i
to its corresponding receiver and also of the messages that a!nformat'on$ett'.ng is also called n_on'COth'Ve network” and
subset of the other transmitters wish to send. The receiverare IS @ generalization of the two-user interference channeldce
assumed not to be able to cooperate in any way so that they mustthan two transmitters and more than two receivers. A network
base their decision on the signal they receive only. We focus  with neitherfull side-informationnor no side-informatioris
the network’s pre-log, which is defined as the limiting ratio of - ¢ajeq apartial side-informationnetwork. We will refer to
the sum-rate capacity to half the logarithm of the transmitted - .
power. any of the above settings as interference networks.

We present both upper and lower bounds on the network’s pre- The interference networks are described by a fixed channel
log. The lower bounds are based on a linear partial-canceltion matrix H € REX*X, whereR denotes the set of real numbers,
scheme which entails linearly transforming Gaussian codetoks as follows. Denote the output signals observed at Recelvers

so as to eliminate the interference in a subset of the receirse ; ;
Inter alias, the bounds give a complete characterization of the throughX at the discrete time-by ¥; (t) throughY (t). The

. A N

networks and side-information settings that result in a ful pre- output vector at time-Y (¢) = (Yi(t),...,Yk())" is given

log, i.e., in a pre-log that is equal to the number of transmiters by

(and receivers) as well as a complete characterization of heorks Y(t) = Hx(t) + Z(t), 1<t<n, (1)

whose pre-log is equal to the full pre-log minus one. They ais o ] ] ]

fully characterize networks where the full pre-log can onlybe Wherex(t) = (z1(t),...,zx(t))" is the timet input vector

achieved if each transmitter knows the messages of all usefise., consisting of the inputs at Transmitters 1 through and

when the side-information is “full”. where {Z(t)} is a sequence of independent and identically
. INTRODUCTION distributed (I1ID) Gaussian random vectors of zero-mean and

cgvariance matrixy. (Herelx denotes the identity matrix of
almensionK.) Throughout the paper the channel matixs
assumed to be of full rank.

For each transmitter we impose the same average block
power constraint on the sequence of channel inputs, i.e.,

In this paper we study communication scenarios that ari
in wireless networks when multiple spatially-separatechdr
mitters communicate to multiple spatially-separated ivecs.

Consider a situation wher& non-cooperating transmit-
ters, labeled({1,..., K'}, wish to communicate witHX' non-
wants 10 Ioam Messagbf, for sashi < 5 < K. Here le [z X2()

J — — . n
{Mj}f(:1 are independent with/; being uniformly distributed t=1
over the set{l,...,|e"% |}, where n denotes the block- We say that a rate-tuplgR, . .., Rx) is achievable if there
length of transmission an®; is the rate of transmission toexists a sequence of pairs of encoding schemes satisfy)ng (2
Receiver;. and decoding schemes such that in the limitragends to

We assume that each transmitter is cognizant of a subidinity the probability of a decoding error at each receiver
of the message§My, ..., Mk} and denote the set of indicestends to 0. Note that each receiver bases its decision on the
of the messages known to Transmitierby Si, k € K = signal it receives only. Denoting bits; the sum of the rates
{1,...,K}. Also, we assume that the labeling of the transR,..., Rk, i.e.,
mitters is such that Transmittér knows Messagell;, and K
hence{k} C S, C K. Transmitterk computes its sequence Ry = ZRJ
of inputs at timesl to n, X? £ (Xj(1),...,Xx(n))" as a =1
function of the set of Messaggs\/;}cs, - we can define the sum-rate capactty (P, H,{Sr}) as the

A setting where every transmitter knows all the involvedupremum of the sum-rates over all achievable rate tuples.
messages—i.e., wher§, = K for all k € K—will be In this work we focus on the behavior of the sum-rate
called thefull side-informationsetting, and a setting wherecapacityCys,(P, H, {Sx}) in the high SNR regime, i.e., in the
every Transmitte: is cognizant only of the Message,— limit when P — oo. In particular, the quantity of interest in
i.e., whereS, = {k} for all £ € K—will be called the this regime is the limit of the ratio of the sum-rate capatity

<P, kek. )




the Gaussian single-user channel capacity when the alailadifferent structure. However, it is not clear which propestof

power tends to infinity: a network determine howartial side-informationinfluences
the pre-log. In fact we will show later in this paper that for
— COs(PH,{S e . :
n(H, {S}) = Plim Fl(on' (3) the two similar networks with channel matrices
32
1 1/2 1/4
The limiting ratio n (H, {Sk}) .determ_ines the Iogarithmic. Hy = | 1/2 { 1§2 (4)
growth of the sum-rate capacity at high power, and we will 0 1/2 1

refer to it as the pre-log of the network. Note that the pre-
log depends both on the message S&fs}.cx and on the and

channel matribt. The main goal of this work is to examine the H, — 112 1{2 102 (5)
influence of the setéSy. }rex on the pre-log of an interference t (/) 1/2 {

network with given channel matriki.

For full side-informationsettings the pre-log is alreadythe dependence of the pre-log on the message {s®t} is
known to be equalK [1]. However, for partial side- completely different. For networks with channel matkx in
information settings and fono side-informatiorsettings the the no side-informatiorsetting the pre-log equals 1, and there
pre-log is not yet known for general interference networkare partial side-informationsettings with pre-log equal 2 and
But see [2], [3], [5], and [6] for some special networks. partial side-informationsettings with pre-log 3. In contrast,

In [2] the two-transmitters/two-receivers interferencet-n for networks with channel matrix,, in any partial side-
work with no side-informationis investigated. The resultsinformationsetting and in thao side-informatiorsetting the
therein include the result that the pre-log of the settinga¢s| pre-log equals 2 and only in tHell side-informationsetting
1 and furthermore even characterize the capacity regioheof the pre-log equals 3.
network to within 1 bit. In the next section we will identify which properties of a

The pre-log of the two-transmitters/two-receivers nekvometwork determine hoyartial side-informatiorinfluences the
with partial side-informatiorwas studied in [5]. There it was pre-log of a setting.
shown that for ngartial side-informationsetting the pre-log
is larger than 1; onlyfull side-informationyields the “full” Il. MAIN CONTRIBUTIONS
pre-log 2. In this section we state the main results of our work. For

The more general scenario where both transmitters and bptbofs we refer to a forthcoming longer version of this paper
receivers can communicate with multiple antennas is tdeate We begin by stating for which interference network set-
in [3]. tings we can determine the pre-log exactly based on the

It should be emphasized that our setting does not incluftever bound and the upper bound derived in the last two
as a special case the X-channel where each transmitter sequtssections. In the second subsection we characterize when
independent messages to tfaeo receivers [4], [5]. partial side-informationcan increase the pre-log, and in the

In contrast to the described works in this submission whird subsection we give some examples of specific networks
consider networks with generally more than two transnstteto illustrate the results in the previous two subsectioms. |
and receivers. the subsection before last we describe an encoding scheme—

Recently, the authors [6] considered a particular examplethe linear partial-cancelationscheme— leading to the lower
an interference network with more than two transmitters améund on the pre-log. Finally, in the last subsection we
more than two receivers. They showed that in interferendescribe how to derive the upper bound on the pre-log.
networks partial side-informationsettings can exist with a
larger pre-log than in theno side-informationsetting. In
particular, the authors considered an interference nétwor For general interference settings there is a gap between
where the channel matrix is given by the matrix with onehe upper bound and the lower bound obtained with a linear
on the diagonal, some constanbn the first lower secondary partial-cancelation scheme. Nevertheless, for certatworks
diagonal, and O everywhere else. Thus, in the considery@ two bounds meet, thus demonstrating the asymptotic
network, Receivel observes the sum of Transmittgs input optimality of the linear partial-cancelation scheme. Epéesn
signal, Transmittefj — 1)’s input signal scaled by the factorof such settings include the setting described in [6] ano-als
«, and additive white Gaussian noise. For this network it wdsr any given message sefs; }—the fully connected 2-by-2
shown that partial side-information can increase the pge-linterference networks and the networks with channel matrix
significantly and even lead to the “full” pre-lof, the same H, given in (5). Forno side-informationsettings and for
pre-log as in thdull side-informationsetting. certainpartial side-informationsettings the bounds also meet

Thus, we see that for the two-transmitters/two-receiveiwr networks with channel matrixl; given in (4). Also, the
interference network described in [5] and for the intenfee lower bound and the upper bound also meet for all settings
network described in [6] the impact phrtial side-information wherep* = K — 1 and (trivially) wherep* = K. Here p*,
on the pre-log is drastically different. This fact might seem which is given ahead in (14), is the best pre-log achievet wit
S0 surprising to the reader since the two networks have a veryinear partial-cancelation scheme.

A. Exact Results



From the lower bound and the upper bound we obtain the there is an index* € I such that
following results on the pre-log(H, S;) depending orp*.

Theorem 1:Consider an interference network with channel 0, _ gk GRS kER
matrix H and message sefsS;. }. Let p* be defined as in (14). hjr =  arbitrary, j =k =Fk"
Then: #0, else
(11)
p"=K = n(H,{S}) =K, (6) Then, for all channel matricds in H the pre-log of any
pPP=K-1 = nH{S})=K-1, (7) partial side-informatiorsetting equals the pre-log of the
PP<K-2 — gH{S)) <K -1. ®) no side-informatiorsetting.

For all channel matrices which are not contained in the
setH there existpartial side-informationsettings with
a pre-log which is strictly larger than the pre-log of the

no side-informatiorsetting.
In the remaining of this section we want to have a closer look
at Conditions (11). The matrices satisfying these conulitio

Sincep* takes on only positive integer values smaller or equal
to K, the following corollary can be obtained from Theorem 1.

Corollary 1: For an interference network with channel ma-
trix H and message sefsS; }:

nH,{S}) = K <= p" =K, (9) can be illustrated as follows:
x 0 0 ... 0 x 0 ... 0 O
and 0 x 0 0 x 0 0 0
nH{Sx}) =K -1<=p'=K-1 (10)
Furthermore, the pre-log(H, Sx) can never take value in the
open interval(K — 1, K). 0 0 0 x x 0 00
. . - . - H=|x x x x 7 X X X (12)
This result is somewhat surprising since for certain isterf 0 0 0 0 x % 0 0
ence networks the pre-log can indeed be a non-integer value.
An example of an interference network with non-integer pre-
log is given in Section II-D.
o o0 o0 ... 0 x 0 ... x O
o o0 o0 ... 0 x 0 ... 0 x

B. When Partial Side-Information increases the Pre-log
where the index of the row witlk' — 1 occurrences of X" is
e same as the index of the column with-1 occurrences of
x". At all positions which are marked by anx” the matrix
H must contain a non-zero element, but these elements do not

have to be identical. At the position which is marked by “?”

With the results of Theorem 1 in mind we address the fo{
lowing two problems: the problem of identifying the channe
matricesH for which full side-informationis necessary in
order to have “full” pre-logK’; and the problem of identifying
the channel matricel for which partial side-informationis the matrixH can be arbitrary, possibly also 0.
beneficial, in the sense that there ipatial side-information Remark 1: The pre-log of ir,1terference networks with chan-
settir]g V\./ith a prg-log V.VhiCh Is larger 'Fhan the pre-log of thﬁel matrices. of the form given in (12) equdls— 1 in theno
Phoess,édgagg?iror?]ztlonsettlng. The following theorem ansvVers‘side-informationsetting and in anypartial side-information

. . . etting, and the pre-log equal& only in the full side-

Theorem 2:Consider an interference network with channq formation setting
matrix H and IetH(f) e RIE-Dx(K-1) denote the matrix '
obtained when deleting theth row and thek-th column from C. Examples

the channel matrix, and leth; ;, denote the element &1 in
row j and columnk. Then 1) The fully connected 2-by-2 interference network:

' , The two-transmitters/two-receivers interference nekwoith
1) The message sefsS}icx have to fulfill the following . . .
channel matrix with only non-zero components is of the

Z:T;l'?{n_t and necessary conditions for the pre-log tsotructure illustrated in (12). Thus with Remark 1 it is potsi

to reconstruct the results about the interference network i
(n(H, {SK}) = K) [5], that_is, thafc the pre-log _equals 2_ onI)_/ in_tlfmall sid_e-
information setting whereas in theartial side-information
<k:> setting the pre-log equals 1, the same as in tloeside-
(VJ} kek: (rank(HEj))) =K-l=j¢ Sk)) . informationsetting.
) ) o o Remark 2: The fully connected 2-by-2 interference network
Thus, in particularfull side-informationis necessary for anq trivially the single-user channel are the only fully €on
that the pre-log of a network is equalk’, if and only nected interference networks—i.e., networks with a chinne
if, rank (Hﬁff) =K —1forall j#k, andj,k € K. matrix with only non-zero components—for which there is no
2) Let’H be the union of the set of all diagonal by K partial side-informationsetting with pre-log larger than the
matrices and of the set of al by K matrices for which pre-log of theno side-informatiorsetting.



2) NetworksH; and Hy: Next, let us consider again thewith channel matrixH and message setfsS;} as described
channel matricesl; andH,. We see that the channel matrixin Section I. The encoding scheme is based on random coding
H, is of the form displayed in (12) and therefore, by Remark &rguments.
we can conclude—as announced in Section |I—that in anyPrior to transmission/K independent random codebooks
partial side-informatiorsetting and in theo side-information C;,...,Cx are generated according to a zero-mean Gaussian
setting the pre-log equals 2 and in thel side-information distribution of variance”. Here, the codeboag; is the set of
setting the pre-log equals 3. n-length codeword§u’'(1),...,u} ([e""% ])}, and it is used

For the channel matrixl; we see that the sub-matrix to encode the Messag¥;, j € K. Then, the codebooks are

revealed to all transmitters and to all receivers.
1) 1/2 1/4 ; . . .

Hig = ( 1 1/2) ~ For the encoding each transmitter forms a linear combina-
tion of the codewordsi’} (1/;) where it knows Messagé/;

is of rank1. Therefore, we can conclude that the interferen@nd such that the input power constraint (2) is satisfiedsThu

network with channel matrikl; and message sef§ = {1,2} Transmitterk’s input sequence is given by

and S; = &3 = K has pre-log 3. Since all other sub- . .

matrices of the forrngk()j) for j # k and (j,k) # (3,1) k= Z djpug(Mj), k€K,

have rankK — 1, we can also conclude that in any other JESK

partial side-informationsetting the pre-log is at most 2.for some real coefficients; ; satisfying

Furthermore, computing the rates achievable with the tinea )

partial-cancelation scheme one easily finds the message set Z dip <1, kek.

{8k} such thatp* = 2 and hence)(Hy, {S;}) = 2. In theno JESk

side-informationsetting with channel matrixi; the pre-log For every choice of coefficients; x }rex.jes, We can define

is given byn (Hi, {Sx = {k}}) = 1. This follows from the the setR({d;,}) C K of all indices j such that the

upper bound in _Lemma 3. interference for Receivey is canceled. More precisely, the
3) Wyner's Linear Cellular Interference Modelln [8] setR({d;}) is the set of allj € K such that the received
Wyner introduced a linear model for cellular wireless commigequenceY?” = (Y;(1),...,Y;(n))” at Receiverj can be

nication systems. The network model is a symmetric versfon @xpressed as
the network considered in [6], this is,/d-by-K interference . . W
network where Receiverobserves the sum of Transmittgs Yj = &ui(M;) + 23, j € R({djr}) (13)

input signal, Transmitte(;j + 1)’s input signal scaled by a for ¢; # 0. Note that the seR({d,.;}) depends on the channel

factor « # 0, Transmitter(j — 1)'s input signal scaled by matrix H, on the message sefsS; }cxc, and of course also
the same factory, and additive white Gaussian noise. Thuan the chosen coefficientsl; }
75 .

the channel matrix is given by 1's on the main diagomnés, Let
on the first upper and lower secondary diagonals and 0 every *(H _ d: 14
where else. p"(H,{Sk}) ax IR({d;x})l, (14)

In his work Wyner considered the case when all receiver T *
are allowed to cooperate, and hence the settin becomg\l\ﬁqe-re 4| denotes the cardmah_ty of the set. I.f .{de?}

" " P H ' der th 9 h cﬁleveSp*(H,{Sk}), then by using{d; ,} the original in-
multi-access setting. Here, we consider the case where fige once network is transformed intd (H, {Sx}) parallel
receivers are not allowed to cooperate, and we also assydlg ccian single-user channels and a network \ttrans-

that the transmitters have some kind of side-informaticouéb ngaers andK — p*(H, {S,}) receivers. Since on the parallel

the other transmitter's messages. More precisely, let eaEh \ssian single-user channels the ra§é6g(1+§2-P) are
transmitter beside its own message know the messages 4

. . achievable; € R({d*,}), the following lower bound on the
J,kJ
the J previous transmitters and the messages of .theext sum-rate capacity is obtained
transmitters for some integef > 0.
The pre-log of this setting for given parameters/, and

K can be shown to be Cs(PH, {Sk}) = — 5 g1+ min &P,

FERH ] 1 1)

K 15)

mJ ' and hence
*
Note that the functional dependence of the pre-log for this n(HASk}) = p"(H, {Sk}). (16)
setting on the parameters,.J, and K is the same as the Inspired by [7], we can improve the linear partial-
functional dependence of the pre-log for the asymmetr@ancelation scheme by extending it oyer> 1 consecutive
setting in [6] on these parameters. channel uses. To this end, let the encoder and the decoder
group 1 consecutive channel uses into a single channel use

D. A Lower Bound of a new K-by-K multi-antenna interference network where

We propose an encoding scheme—the linear partigach transmitter and each receiver consisjs afitennas. Note
cancelation scheme—for an arbitrary interference netwottkat any achievable rate tuple for the new network is also

77\Nyner(aa J7K) =K - \‘



achievable, when divided by, on the original network. As over the lower bound on the pre-log) achieved in the original
we next show, we can derive an achievable tuple for the néiwear partial-cancelation scheme can be seen in the follpw
network by introducing linear processing at the receivbys; example.

converting it to a new. K -by-u K single-antenna interference 1) Extending the Linear Partial-Cancelation Scheme over
network; and by then applying the linear partial-cancehati several Channel Uses help# this section we want to give
scheme to the resulting network. an example of a network where by extending the linear partial

We split Messagé\/,, j € {1,..., K}, into u independent cancelation scheme over several channel uses leads to a pre-
Sub-Messaged/; ) - .., M(;, ) such that there is a one-to-log which is strictly larger than the pre-log achieved witfe t
one mapping betweeh/; and the tuplgM; 1),...,M; ,)).> simple linear partial-cancelation scheme.

As in [7] we let Receiverj of the multi-antennas-by-K Consider the family of channel matricgslx } indexed by
interference network linearly process the obseryeahtenna the number of transmitters and receivéisFor a givenk > 1
outputs by multiplying them with an arbitrarily chosger we consider & -by-K interference network where Receiver
by-p matrix A;. The network is now converted to a single-j € {1,..., K} receives a noisy version of the sum of all input
antennau K -by- K network treating the X receive antennas signals except for that of Transmittgr—1) wherej —1 should
as separate receivers and by treating gattiple of transmit be interpreted a¥ when;j = 1.
antennas as correspondingitgingle users that are cognizant With the result presented in Section Il we obtain that the

of each others messages. pre-log of the described settings is given by
Indexing the transmitters and receivers of {h&-by-pK I
network by (k,i) and (j,4) respectively wherd < k,j < K nHg, {Sk = {Mp}})) = ——, K >1.
and1 < j < u we can describe the network as follows: The K-1
message sets are To show that this pre-log is indeed achievable the lineatigdar

cancelation scheme needs to be extended Averl channel

_ VAN N -/
Sty = {(K,7) 1 k' € Sp, 1 <0 < i} uses. Extending the scheme to less tl#é&n- 1 channel uses

and the channel matrix achieves only a pre-log of 1.
H.(H,{A;}) = (H®l,)diag(A4,...,Ax) E. An Upper Bound

where ® denotes the Kronecker product and where In this section we provide an upper bound on the sum of
diag/As, ..., Ax) denotes the block-diagonal matrix with thehe rates (Theorem 3). We do not give a detailed proof of
blocks A+, ..., Ag. If the rate-tuple(R; 1), ..., R ) iS this upper bound but state an auxiliary lemma (Lemma 1) and
achievable in theuK-by-uK interference network then theSketch how this leads to the theorem.

rate We start by introducing the concept of degradedness for

R, — l (R 4 LR ) (17) interference networks witllr transmitters and{r receivers.
! @1 e T ) Here, we allow the number of transmitters to differ from

is achievable in the original interference network. the number of receivers. Also, in this section we use the

For the described uK-by-uK interference network concept of multi-antenna interference networks, that is, w
we can apply the linear partial-cancelation schenf$Sume that Transmitter consists of; transmit antennas

and hence we obtain the achievability of the pre-log’i}nd Receiverj consists ofr; receive antennas. We denote
p*(H, (H,{A;}), {S(x.1)}). Combined with (17) this yields a ransmitterk’s time< channel input by the vectdK(¢) €

bound on the pre-log of the original network: R and Receiverj's time+ channel output by the vector
. Y;(t) € R". The message setsS;} are defined as for
n(H, {Si}) > p*(Hu (H{A})  {Sn }) the K-by-K single-antenna networks. We say that an input
H distribution is allowed if for any timet the vectorXy(¢),

for any set of processing matricés,; }. Hence the best lower ¥ € K, depends only on Message$; for whichj € Sp.
bound on the pre-log one can obtain by extending the linearDefinition 1: A~ Kp-transmittersk'z-receivers  multi-

partial-cancelation over several channel uses is given by antenna interference network is calledegraded with
respect to the permutatiomr on the set of receivers,

n(H,{Sx}) > sup max P (Hy (H’{AJ})’{S(’@J)}). w:{l,...,Kg} —{1,..., KR}, if any timet¢
T pezt {AsYiex w

(18) Y.1)(t) S Yr)(t) € ... € Yaika—1)t) € Yaixp(t)

That this modification of the linear-partial cancelation (29)
scheme indeed leads to an improvement in the achievabke rdtete that the definition does not depend on the side-
(and in the lower bound on the pre-log) over the rates (amtformation available at the encoders. It is only a property

of the channel.

1For example one can think of this splitting as describing ¢niginal | emma 1: Consider aK p-transmittersk p-receivers multi-
messageM; by a sequence of bits and then splitting up this sequence into . f k which is d ded with
disjoint (not necessarily equally long) bit-sequenceslahdvery sub-message antenna interference network which is degraded with reéspec

be described by a different sub-sequence. to some permutatiom : {1,..., Kr} — {1,..., Kg}. If for



all time instantst and for any allowed input distribution thelowing modifications are needed: Join Receivers..., v,
channel outputs foy € {2, ..., Kr} fulfil into a big common Receivery, thus transforming thex-
transmittersk -receivers network into & -transmitterg/K —
Yoy () = i (Y@ (@), Ya(on) (), My, ..., Mja) v + 1)-receivers network; Let the genie reveal also Mes-
o i (20) sagesM;, for j ¢ ({vi,..., v} U{j1,...,Jq}) to Receivers
for some sgt of det(_armlmstm function§f;(-)}, then _the Uy, j1, .- jq Adapt Definition 1 of degradedness to apply
capacity region of the interference network equals the@8pa o this new setting with informed receivers and also to
region of a multi-antenn& p-transmittersk p-receivers inter- settings where for a given permutatian only a subset
ference network where at timeall receivers observe only the ot (eceivers fulfills (19); Choose as the degraded subset
OUtpUtY (1) (1) _ _ _ Receiversvy, ji, ..., j, With respect to the permutation:
The proof of the lemma is omitted. It relies ONrr(1) = vy, w(2) = j1,. .., m(q+1) = j,, and apply Lemma 1
the fact that from the channel output sequenceqr aciually a slightly modified version of it— to this subset
Yr1)(1),...,Yr(n) it is possible to reconstruct theqf receivers only.
sequences (Yn(z)(1),-.., Ya()(n)),-- - (Yr(xm)(1) »  In the following leth’ denote thej-th row, j € K, of the
-+, Y (k) (n)) with probability of error tending to O channel matrixH. Also, let 1L denote independence.
for increasing block-lengths: whenever the rate tuple Theorem 3:Consider aK-transmittersk-receivers inter-

(Ri1,..., Riy) is achievable in the original network. ference network with channel matrid and message sets
Lemma 1 is a main tool in the proof of the upper bound ins,} where ¢ + v distinct rows of the channel matrix
Theorem 3 below. Before stating the theorem we want to giyg h' | h h! for any timet fulfill
2 ...,h] hl ... h]

a brief outline of how Lemma 1 is used in the proof.

In a first step we sketch a method on how to obtaip ; _
an upper bound on the capacity region using Lemma 1 f j, — Zo‘ilhve XL (Mji, -, Mj,), j=1,...,q
K-transmittersk-receivers interference networks fulfilling a =1

. : " . " (21)
certain technical condition, a special case of Conditioh).(2 for some coefficients{a ;) and anv allowed input
Then, we outline how this method can be adapted to prove the @it Z}:;;::Z y P
upper bound in (22) for networks fulfilling Condition (21). distribution. Then, any rate tupleR?;, ..., Rx) can only be

A general interference network can easily be convert@ghievable if
into a degraded network by choosing an arbitrary permutatio « VI V|
7 on the set of receiver& and by letting a genie reveal ZRji +ZRw < 5

VI

log (1+ [[H|I?P) + c({euc}) (22)

channel outputsy” ,, through Y:Lr(jfl) to Receiverw(j), i=1 =1

J € K. Additionally, let a genie reveal linear combinationsvhere ||H|| denotes the operator norm of the mattixand
Zt,...,Z} of the Gaussian noise sequend&s ..., Z% to  c({«;,}) is a constant depending on the coefficiefits ;}.
all receivers. 1) An Improved Upper Boundfor an improved upper

Note that these two steps can only increase the sum-rataind that applies our techniqussnultaneoushyto subsets
capacity. Therefore, any upper bound on the sum-rate dgpadif the rate, please see a forthcoming longer version of this
of the “genie-aided” network is also an upper bound on thEaper. Some of the results in this paper rely on this improved
sum-rate capacity of the original network. upper bound.

Next, we restrict attention to interference networks for
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