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Abstract—We demonstrate that the sum-rate capacity of a
memoryless Gaussian network at high signal-to-signal ratio
(SNR) can be asymptotically doubled when feedback is available.
To demonstrate this phenomenon we study two networks: the
one-to-two scalar Gaussian broadcast channel (BC) and the two-
to-two scalar Gaussian interference channel (IC).

For the broadcast channel we show that if the noise sequences
experienced by the two receivers are anticorrelated, then, at
high SNR, feedback doubles the sum-rate capacity. However, this
result no longer holds if the feedback is noisy.

For the interference channel we show that if the cross gain is
positive and if the noises experienced by the two receivers are
anticorrelated and of the same variance, then feedback doubles
the high SNR sum-rate capacity.

I. INTRODUCTION

Feedback appears to provide only modest capacity gains in
memoryless networks. This has been conjectured in [1]] and
confirmed for many concrete cases. In this paper we show
two networks for which this is not the case. In these networks
the capacity gains afforded by feedback tend to infinity as the
signal-to-noise ratio (SNR) tends to infinity. The networks we
consider are the real, scalar, additive white Gaussian noise
(AWGN) broadcast channel (BC) with noise-free or noisy
feedback and the symmetric, real, scalar, AWGN interference
channel (IC) with noise-free one-sided feedback.

In the scalar AWGN BC a transmitter with a single transmit
antenna wishes to simultaneously communicate to two differ-
ent receivers, each equipped with a single receive antenna.
Each receiver observes the signal sent by the transmitter cor-
rupted by its individual AWGN sequence. We show that when
the two individual AWGN sequences are anticorrelated—or
sufficiently close to anticorrelated —then at high SNR noise-
free feedback approximately doubles the sum-capacity from
1 log (1 + SNR) to approximately 2 - £ log (1 + SNR). Thus,
with noise-free feedback the transmitter can communicate
to the two receivers at similar rates as if it was commu-
nicating over two separate AWGN channels. This results
demonstrates that with noise-free feedback the prelogﬂ (the
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IThe prelog is often also referred to as the multiplexing gain or degrees of
freedom.

factor in the sum-capacity high-SNR expansion in front of
% log (1 + SNR)) can exceed the number of transmit antennas.
This result is very different from the result of Algoet&Cioffi
[2]], which states that when the received signals are corrupted
by independent AWGN sequences the prelog of an AWGN
network (with or without feedback) cannot exceed the number
of transmit or receive antennas.

The achievability of a prelog of two for the scalar AWGN
BC with anticorrelated noises is based on a coding scheme
proposed by Ozarow&Leung [3], [4]. Our main contribution
lies in our (possibly suboptimal) choice of the scheme’s pa-
rameter, a choice that leads to an easier characterization of the
scheme’s performance, and in analyzing this performance in
the asymptotic high-SNR regime. Our choice of the scheme’s
parameter reduces the task of finding the solutions to a sixth-
order equation as in [3], [4], [S] to the task of finding the
solutions to a cubic equation.

We also consider the AWGN BC with noisy feedback where
the feedback links are corrupted by independent AWGN se-
quences. We show that—irrespective of the positive feedback-
noise variances and of the correlation of the forward noise-
sequences—the prelog of this setup equals one (as in the
absence of feedback). Thus, the prelog of two decreases to
one as soon as the feedback is noisy. The proof of this result
is based on a genie argument inspired by the work of Kim,
Lapidoth, and Weissman [6].

The second network we consider is the symmetric scalar
AWGN IC where each of two transmitters communicates
with a different intended receiver. Each receiver observes a
linear combination of the two transmitted signals corrupted
by an individual AWGN sequence. We consider a setup with
noise-free one-sided feedback where each transmitter observes
feedback from its corresponding receiver. Our main result
for this setup is that—as in the broadcast setup before —for
anticorrelated noise sequences the prelog is two, as opposed
to only 1 in the setup without feedback. Our achievability
proof is based on the Schalkwijk-Kailath type scheme [7]]
proposed by Kramer in [8]]. Previously, a prelog of two was
known to be achievable for the scalar AWGN IC when the two
transmitters (or the two receivers) could fully cooperate [9].
Our result shows that partial cooperation through feedback
can be sufficient.

The paper is organized as follows. In Sections [HIV] we
present the channel models and the main results for the
AWGN BC with noise-free feedback, the AWGN BC with
noisy feedback, and the AWGN IC with noise-free feedback.
In Sections [V] and we prove our results for the AWGN
BC with noise-free feedback: in Section [V] the achievability
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Fig. 1. The two-user AWGN BC with noise-free feedback.

of prelog 2 for anticorrelated noises and a more general
achievability result for approximately anticorrelated noises;
and in Section [VI] the rest of our results. In Section we
prove our results for the AWGN BC with noisy feedback.
In Sections [VIIIl and [[X] we finally prove our results for the
AWGN IC with noise-free one-sided feedback: in Section [VIII|
the achievability of prelog 2 for anticorrelated noises; and in
Section [[X] the rest of our results.

II. BROADCAST CHANNEL WITH NOISE-FREE FEEDBACK
A. The Model

The real, scalar, AWGN BC with noise-free feedback is
depicted in Figure [Il Denoting the time-t transmitted symbol

by z; € R, the symbol Y7 ; that Receiver 1 receives at time-t
is

Yie = x4+ Zig, (1)
and the symbol Y5 ; that Receiver 2 receives at time-t is
Yor = x4 2oy, )

where the sequence of pairs {(Z1 ¢, Z2,)} is drawn indepen-
dently and identically distributed (IID) according to a bivariate
zero-mean Gaussian distribution of covariance matrix

K — ( O'% p20'§0'2> '
P-0102 g5
We assume that o7 and o3 are positive and refer to them as
the noise variances and to p, € [—1, 1] as the noise correlation
coefficient.

The transmitter wishes to send Message M; to Receiver 1
and an independent message Mo to Receiver 2. The messages
M; and M, are assumed to be uniformly distributed over
the sets M1 £ {1,...,|2"% |} and My £ {1,..., 272},
where n denotes the blocklength and 1?7 and R the respective
rates of transmission.

It is assumed that the transmitter has access to noise-free
feedback from both receivers, i.e., that after sending x;_; it
learns both outputs Y7 ;1 and Y5;_;. The transmitter can
thus compute its time-f channel input as a function of both
messages and all previous channel outputs:

3)

Xe = f30, (M1, Ma, Y{H Y37, te{l,...n), @)
where the encoding function fég?t is of the form

S My x My xR R 5 R (5)

and where Ylt_1 £ ., Y14-1) and Y;‘l £
(Y2,17 R }/271571)-
The channel inputs are subject to an expected average block-

power constraint P > 0. Thus, in we only allow for

(Yl,la ..

encoding functions { fég)t} that satisfy
=1

%E [Z( f")(Ml,Mg,Yf_l,YQt_l))Q <P (6

After the n-th channel use each receiver decodes its intended
message based on its observed channel output sequence.
Receiver 1 produces the guess

M= ¢, @
and Receiver 2 the guess
My = g5 (Y3, ®)
where the decoding functions (bgn) and (bén) are of the form
o R" = {1,..., 2" ]}, )
o R o {1, [2"F ) (10)

A rate pair (Rp, Ry) is said to be achievable if for
every block-length n there exists a set of n encoding

n
functions { féz)t} as in (@) satisfying the power con-
=1

straint () and two decoding functions (bgn) and (bén) as
in (@) and (10D such that the probability of decoding error
Pr [(Ml,Mg) # (]\7[1,]\22)} tends to O as the blocklength n
tends to infinity, i.e.,
lim Pr [(Ml,MQ) £ (M4, My)| = 0.

The closure of the set of all achievable rate pairs (Ry, Rz) is
called the capacity region of this setup. The supremum of the
sum R; + Ry over all achievable rate pairs (R, Rg) is called
its sum-capacity, and we denote it by Cpc x2(P, 0%,03, p.). In
this paper we are particularly interested in the prelog, which
characterizes the logarithmic growth of the sum-capacity at
high powers, and is defined as:

OBC,E(Pa U%a U%a pz)
log(1+ P)

lim

P—oo

(1)

B. Results

It is well known [10]] that for the AWGN BC without feed-
back the prelog equals 1, irrespective of the noise-correlation
p-. The following Theorem [ shows that with feedback the
prelog can be 2.

Theorem 1:

o If p, = —1, then

. CBC,E(Pa 0'% U%apz)

=2
$log(1+ P)

12)

P—oco
o If p, € (—1,1), then

. CBC,E(Pa 0'% U%apz)

=1
s log(1+ P)

13)

P—oo
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Fig. 2. Sum-rate achieved by the scheme in Section [V]as a function of the
power P > 0, for noise variances cr% = cr% = 1 and various choices of the
correlation coefficient p.. In increasing order the curves correspond to the
values p, = —0.9, —0.999, —0.99999, —0.9999999, —0.999999999, —1.

o If p, =1, then

OBC,E(P5 U%5G§7pz) < 2 (14)

1< lim
- 3 log(1 4 P) -

P—oo
Moreover, if the two noise variances o7 and o3 coincide,
then
2 2
- CBC.,E(Pv 01,05, pZ)
1
5 log(1+ P)

Proof: See Section [ |
Note 1: Theorem [Tl remains valid also when the transmitter
has only one-sided feedback, i.e., when the transmitter for
example only observes the outputs {¥7 ;} but not {Y2,}.
Proof: See Section [VI-C| [ |
In Figure 2] we have plotted the relationship between the
sum-rate that our scheme achieves and the transmitted power
P for various values of the correlation p,. It shows that
for large P, feedback can nearly double the capacity if the
correlation p, is sufficiently close to —1. The following
theorem and also Corollary [3 ahead explore the relationship
between P and the required p,. Since the required correlation
depends on the transmit power P, we make the dependence
explicit and denote the correlation by p,(P).
Theorem 2: Let P > 0 denote the transmitted power, and
let p,(P) € [—1,1] denote the noise correlation. Define the
limits

=1. (15)

P—oo

i —los(l —|p:(P)))

4T P log(P) ’ (16)
A T T log(l + pZ(P))
p= Plgnoo log(P) ’ 17

where log(0) = —oco. The sum-capacity of the AWGN BC

with noise-free feedback satisfies the asymptotic upper bound
m CBC,El(Pu 0-%7 U%u pZ(P))

5log(1+ P)

< min{l+a,2}; (18)
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Fig. 3. The two-user AWGN BC with noisy feedback.

and the asymptotic lower bound

CBC.,E(Pv U%v 0'%, Pz (P))
2 log(1+ P)

Proof: See Section [VI-Bl [ |

Note 2: By considering the special case where p.(P) is a

constant that does not depend on P we recover (12)-(14).
Corollary 3: If

lim

P—oo

>min{l+5,2}. (19

lim p.(P) <1, (20)
P—oo
then the right-hand sides of (I6) and coincide, and
m CBC,Z(Pa 0—%7 0—57 pZ(P))
P5oo 1log(1+ P)
=min< 1+ lim —log(l +pZ(P))72 .
Pooo log(P)
In particular, if
e(P)
p=(P) = -1+ p¢ ¢elo,1], P>1,
where
. log(e(P)) _
lim ——>~ =0,
P=oo log(P)
then o P o2 o2 p
m BC,E( 7017027pz( )) =14 1)

P—oco

1log(1+ P)

III. BROADCAST CHANNEL WITH NOISY FEEDBACK
A. The Model

In this section we study the AWGN BC with noisy feedback,
which is depicted in Figure 3l The goal of the communication
is the same as in the previous section. That is, the transmitter
wishes to convey Message M; to Receiver 1 and Message
M3 to Receiver 2 by communicating over the AWGN BC
described in and (@). The transmitter has access to noisy
feedback. Thus, instead of observing the channel outputs Y7 ;
and Y5, as in the previous section, it observes the noisy
feedback outputs

Vig =Y+ Wiy,

Voo =Yoo +Wo,.
The feedback-noise sequences {(W; ., W2,)} are assumed
to be independent of the messages (M;,Mz) and of the

noise sequences on the forward path {(Z1, Z2+)} and IID
according to a zero-mean bivariate Gaussian distribution of
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Fig. 4. The two-user AWGN IC with one-sided noise-free feedback.

o 0
0 ofy
throughout that the feedback noise variances are positive

diagonaﬂ covariance matrix . We shall assume

ow1,o0w2 > 0. (22)
In this setup the transmitter computes its channel inputs as

ted{l,...,n},
(23)

X, = i)

Noisy,t

(Mla M27 ‘/1t_17 V2t_1) )
where the encoding function fégf\,msy’t is of the form

Fitigs: M1 X Mo x R X RV R, (24)

and where V™' & (Vi,,..
Vai,...,Vaio1).

The channel input sequence is again subject to an expected
average block-power constraint P > 0 as in (6).

The decoding rules, achievable rates, capacity region, sum-
capacity and prelog are defined as in the previous section. The
sum-capacity for this setup with noisy feedback is denoted by
CieNoisy,=(P, 0%, 03, p2, 01, Ofyra) -

.,Vlytfl) and ‘/21571 £

B. Result

Noisy feedback does not increase the prelog.
Theorem 4: Irrespective of the correlation p, € [—1, 1], the
prelog is one:

2 2 2 2
CicNoisy,s (P, 01,05, pz, Ti1 Tiva)

lim =1.
P00 ilog(1+ P)
Proof: See Section [VIIL [ |

IV. INTERFERENCE CHANNEL WITH NOISE-FREE
FEEDBACK

The real scalar AWGN IC with noise-free feedback is de-
picted in Figure [ Unlike the broadcast channel, this channel
has two transmitters, each of which wishes to send a message
to its corresponding receiver.

A. The Model

Transmitter 1 wishes to send Message M to Receiver 1, and
Transmitter 2 wishes to send Message Ms to Receiver 2. The
messages M, and M, are as defined previously. We assume
a symmetric channel: if at time ¢ Transmitter 1 sends the real

2For simplicity, we do not treat setups with correlated feedback noises or
setups with feedback noises that are correlated with the forward noises.

symbol z1 ; and Transmitter 2 sends the real symbol 3 ;, then
Receiver 1 observes

Yie = xii+awes+ 2y, (25)

and Receiver 2 observes
Yo = awiy+xos+ Zog. (26)

Here the “cross gain” a
a >0, 27
is a positive, real constant and the noise sequences

{(Z1,1,Z2,4)} are IID according to a zero-mean bivariate
Gaussian distribution of symmetric covariance matrix K =
o2 Lore .
pz 1
Each transmitter has access to noise-free feedback from
its corresponding receiver. Thus, each of the two transmitters
computes its time-¢ channel input as

Xop = fl(éfz,i (M, YY), ve{l,2},
for some encoding functions fI(C"?j , of the form
WM xR SR, ve{1,2).

The two channel input sequences are subject to the same
average block-power constraint P > 0:

L

t=1

<P ve{1,2. (@28

Decoding rules, achievable rate pairs, capacity region, sum-
capacity, and prelog are defined as for the AWGN BC. We
denote the sum-capacity of the symmetric AWGN IC by
Cicx(P,a?, p.,a).

In this paper, we do not consider negative cross gains, be-
cause the (feedback) capacity region of the symmetric AWGN
IC with cross gain a, power constraints P, noise variance o2,
and noise correlation p, coincides with the (feedback) capacity
region of the symmetric AWGN IC with cross gain (—a),
power constraints P, noise variance o2, and noise correlation
(—p-). Indeed, in a symmetric AWGN IC with parameters
a, P,0?, p, Transmitter 2 and Receiver 2 (or Transmitter 1
and Receiver 1) can simulate an AWGN IC with parameters
(—a), P,0?,(—p,). This is accomplished if Transmitter 2
multiplies its inputs { X2} by —1 before feeding them to the
channel (which obviously does not affect the transmit power)
and if Transmitter 2 and Receiver 2 multiply the outputs {Y3 ;}
by —1 before processing them.

B. Result

Without feedback, the prelog of the AWGN IC equals 1;
with noise-free feedback it can be 2, depending on the noise
correlation p, € [—1,1].

Theorem 5: The prelog of the AWGN IC with noise-free
feedback satisfies the following three statements.

e If p, = —1, then the prelog is given by
Cic (P, 0%, pz,a)
1log(1+ P)

lim

P—oo

=2

(29)



o If p, € (—1,1), then the prelog is given by
1.— OIC.,E(Pv 027 Pz, CL)

=1. 30
P=oo  Llog(l+ P) G0
e If p, =1, then the prelog satisfies
— Cics(P,0%, p,
1< Tm GesBotpa) (31)

P—o0

slog(1+P) ~

Moreover, when the cross gain a is equal to 1, the prelog
is more precisely given by

OIC-,E(Pv 027 Pz, CL)

lim =1 32
P—00 % log(1+ P) (32)
Proof: See Section [[X]. [ |

V. ACHIEVABILITY OF PRELOG LARGER THAN 1 FOR THE
AWGN BC WITH NOISE-FREE FEEDBACK

In this section we consider the AWGN BC with noise-
free feedback, and prove the achievability of prelog 2 when
p. = —1 and the more general achievability result (19).
These asymptotic results are achieved by the Ozarow-Leung
scheme [3]], [4] when the scheme’s parameter is chosen appro-
priately. For completeness, we briefly describe the Ozarow-
Leung scheme with such an appropriate choice of parameter
(Section [V-A) and analyze its performance (Section [V-B)). We
finally analyze the high-SNR asymptotics of the sum-rates
achieved by this scheme (Sections [V=Cl and [V-DJ).

A. Scheme

The scheme by Ozarow and Leung [3]], [4] (see also [S] and
[8]]) is based on the iterative strategy proposed by Schalkwijk
and Kailath [7].

Prior to transmission, the transmitter maps the Message M,,,
for v € {1,2}, into a Message point ©,:

M, -1

0,21/2- F——

It then describes Message point ©, in n channel uses to
Receiver v.

The transmission starts with an initialization phase consist-
ing of the first two channel uses. Channel use v € {1,2} is
dedicated to Receiver v only, and the transmitter sends

P P
X, = 0.+ N |,
\/P—i—cr]zv <\/Var(®l,) + )

where Var(©,) denotes the variance of the random variable
©, and where N is a zero-mean Gaussian random variable
of variance o% independent of the messages M; and Mj
and of the noise sequence {(Z1 ¢, Z2)} [ At the end of this
initialization phase, each receiver estimates its desired message

3The described scheme can easily be turned into a deterministic scheme of
the same asymptotic probability of error using a trick introduced in [L1] and
applied in the scheme in Section [VII[ZAL

point. Specifically, Receiver v, for v € {1,2}, produces the
estimate ©,, > based on channel output Y,, ,:

A Var(©,) \/P.|_ o2
A N
v }/l/l/
Oz \/ P P '

B Var(0,) \/P +02
—®U+\/ 3 3 (N+Z2,.),

and thus has an estimation error:

R 2
€v,2 = 6142 - 61/ = \/Var;@V) \/P —;UN (N + ZV7U).

The subsequent n — 2 channel uses are used to refine the
receivers’ estimates. To this end, the transmitter sends in each
subsequent channel use ¢ € {3,...,n} a linear combination
of Receiver 1’s estimation error €1, about Message point
O, and of Receiver 2’s estimation error € ;o about Message
point ©2. Notice that the transmitter knows these estimation
errors because it is cognizant of both message points ©; and
-, and through the feedback, also of the receivers’ estimates.
Specifically, at time ¢ € {3,...,n} the transmitter sends

P
X, = 5
L+ 92+ 29|pr—1]

+ ysign(ps—1)

( €1,t—1 €2.t—1 )
Vo1 t—1 Vo2 t—1 ’

where
A
Qpt—1 = Var(eu,t—l) 3

and

A Covler,i—1,€2,¢-1]
VVar(e 1)/ Var(2,t - 2)

Pt—1

and where sign(-) denotes the signum function, i.e., sign(z) =
1 if 2 > 0 and sign(z) = —1 otherwise. The parameter = is
(possibly suboptimally) chosen as

ya 2l (34)
02

After each channel use ¢ € {3, ..., n} the two receivers update
their message-point estimates according to the rule:

Covle,t—1,Y 4]

YIJ b)
Var(Y,+) &

ve{l,2}. (35

Each receiver decodes its intended message as follows. After
the reception of the n-th channel output, each Receiver v
produces as its guess the message M,, whose message point
is closest to its last estimate (:),,,n, ie.,

M, = argminme{l)...7LenRVJ} @u(m) - él/,n s

where ties can be resolved arbitrarily.



B. Analysis of Performance

We only present a rough analysis of the scheme. For details
see [31, [4].

The probability of error of the described scheme tends to 0
as the blocklength n tends to infinity, if:

o 1 " 1 Qpt—1 .
RU <n11_)HOIOEZ§1Og (—) ’ S {172}7 (36)

t=2 At
here o, 1 £ Var(0,),

a Var(®,) P+ 0%
P P

and the variances {1 ; }}_3 and {ag,+ }}—5 are defined through
the recursions:

ZLP(1 = piy) + 0 (L + 2 +2|p1])

Q2 (012\, + 03), ve{l,2},

a1 = 0 ¢— , (37
S o et} 1) B
and
22P(1—p2 )+ 02(L + 22 4 20p,_
s = 1 (L= pi_1) +03(2 + 2 +2p 1|). 38)

(5 + 3 +2p1)(P +03)

The sequence of correlation coefficients {p;}7_, is defined as

N COV[ELQ, 62)2] _ 0']2V
\/V&F(GLQ) Var(eg_rg) \/0']2\7 +0'%\/0']2V +0’§

and for ¢ € {3,...,n} through Recursion on top of the
next page. We shall choose the variance 012\, such that the
sequence {p:}7_, is constant in magnitude but alternates in
sign, i.e., such that for some p* € (0, 1):

Pt = (_1)tp*7 te {27,77,}

Q1,t—1

p2 (39)

(41)

This way, the ratios and % are constant for ¢ €

1,t 't
{3,...,n}, and trivially the limit on the right-hand side of

@6) equals
— 1 = 1 Ay t—1
1 — Z Bt L
> ges (%)
t=2 )
P+o2
% P(1—(p)?) + o2

oi+o3i+20102p*

1
= 3 log, 42)

By Equation (39), we can set the correlation coefficient po
to every desired value in [0,1) if we choose the variance
o3 appropriately. Therefore, Condition (@I) can be satisfied
for all p* € [0,1) with the following “fixed point™ property:
substituting p* for p,_; in Recursion yields p, = —p*,
and similarly, substituting —p* for p,_; in Recursion
yields p; = p*. In [3], [4] it was shown that Recursion (4Q) has
at least one such “fixed point”. Also, using simple algebraic
manipulations, the “fixed points” p* of Recursion are
found to be the solutions in (0,1) to the following cubic
equation in p:

P>+ cap?® + c1p +co = 0, (43)

where

A 20100 P+ cr% + ag + p.0102
Cy = — —

P VP +0i\/P+o03

_ 20%05 (44)
P\/P+0i\/P+03’
Clé_l_ff%w%_pz (of +03)
P VP +oiP+a3
_ 0103(0f +73) 4s)
P\/P+02\/P+0o3
COéP—i—a%—i-cr%—pzcrlag 46)

VP +0oi\/P+o03

Combining these observations with (36) and (@2), we obtain
the following lemma.

Lemma 1: Choosing the parameter ~ as in (34), the
Ozarow-Leung scheme achieves all nonnegative rate pairs
(R1, R2) satisfying

1 P+o?
Rl < 5 1Og2 o2 ! N 9 ) (47)
a’%+a’§+§ola’2p* P(]‘ - (p*) ) + Ul
1 P+ o2
Ry < ;log, 2 |, 48)
a’%+a’§+§ola’2p* P(]‘ - (p*) ) + 02

where p* is a1 solution in the open interval (0, 1) to the cubic
equation (43)).

Remark 1: To characterize the scheme’s performance for a
general parameter vy requires finding the solutions to a sixth-
order equation [3]], [4]. Our (possibly suboptimal) choice of
v in makes it possible to find the scheme’s performance
while solving only a cubic equation; see (@3)).

C. High-SNR asymptotics for constant p, = —1

In this section we prove that the above described scheme
achieves prelog 2 when p, = —1.

Proposition 6: When p, = —1 the Ozarow-Leung scheme
with parameter v = Zt achieves prelog 2.

2
Proof: Let p, be —1. By Lemma [l for every power P

and every € > 0 the Ozarow-Leung scheme with parameter
v = g—; achieves a sum-rate

Rs(P)
1 P+o?
— §1Og o2 (1+p* (P)) I (P 5
rorr20r0sp L (L= p*(P)) + o7
+1log P+oj
— g—2(l+p*(P)) N —67
? TraTseer @ L= (P)) + 03

where the parameter p*(P) is defined as a solution in (0,1)
to the cubic equation (43).

Since for each power P > 0 the parameter p*(P) lies in
the open interval (0, 1), we have

ot(1+p*(P)) 207
02 + 03+ 20102p*(P) ~ 07 + 03’

o3(1+ p*(P)) 203
02 + 02 + 20109p*(P) ~ 0% + 03’

(49)

(50)

“If there is more than one solution in [0, 1] to @3) we can freely choose
one. Numerical results suggest that there is only one solution.



VP +02\/P+o3

pe = sign(pi—1) - Iz

1= |pi—1]?) + (0F + 0F + 20102|pr—1])

o1 09 o1 09 P(P+0?+ 03— pzalcrg))
Alpea) | —+ = +2|pe-a| | = | =+ |pe— — + [pt— 40
('pt : (Uz o T 1|> (Uz " 1|> (Ul v 1|> (P+0?)(P +03) @
and we can thus lower bound the achievable sum-rate Rs;(P) 1 P+ o2
by —|—§log2 257 —¢€, (54)

1 P+ o2
Rs(P) = Elog 252 Lo
sz P(1 = p*(P)) + ot
1 P+ o2
+5108 | t ~| —e 6D
Uffgg P(1 - p*(P)) + 03

The desired lower bound on the prelog

Rs(P)

P T log(1+P) —
2
is then obtained from by showing that as P — oo the se-
quence of solutions {p*(P)}{p>oy tends to -1 approximately
as —1+ P~L. This follows from Lemma [2] that we state next.
|
Lemma 2: Let p, be —1. For each power P > 0 let p*(P)
be the solution in the interval (0,1) to (@3). Then, for every
e>0

)

lim P'7¢(1 - p*(P)) = 0. (52)
P—oo

Proof: The result could be proved by first computing for
each P > 0 the solution p*(P) to the cubic equation (e.g.,
using Cardano’s formula), and then analyzing the asymptotics
of the solutions as P — oo. However, this line of attack
is rather cumbersome. Instead, we show that if a sequence
{p*(P)}{p>oy in (0,1) violates for some ¢ > 0, then
there exists some power P > 0 such that p*(P) cannot be a
solution to (43)). For details, see Appendix [Al [ ]

D. High-SNR asymptotics for p,(P) varying with P
We prove the more general asymptotic high-SNR achiev-
ability result in (19).
Proposition 7: Fix a sequence {p.(P)}{p>o} and define
the limit 3 as in (I7):
—log(1 + p=(P))
log(P)
The Ozarow-Leung scheme with parameter v = g—; achieves
sum-rates { Rx(P)}{p>oy satisfying
Ry (P
lim ——F———— =(P)
P—oo 5 log(1+ P)
Proof: By Lemma [l and Inequalities 9) and (30) in
the previous subsection, for each power P > 0 and ¢ > 0,
the Ozarow-Leung scheme with parameter v = g—; achieves a
sum-rate Ry;(P) that is lower bounded by

B = lim

> min{l + 3, 2}. (53)

P+ o2
P(1—p*(P)) + 0%

Rx(P) > = log, o=

) 2
o1 +o3

N =

zP(1 - p*(P)) + 03

o’f-i—az

where p*(P) is defined as a solution in (0,1) to the cubic

equation (@3). The desired asymptotic lower bound (33) then

follows from and the following Lemma [3. [ |

Lemma 3: for each power P > 0, let a noise correlation

p2(P) € [-1,1] be given, and let p*(P) be a solution in
(0,1) to the cubic equation in (@3). Then,

1—
lim P'7¢(1 - p*(P)) =0, Ve>max{—ﬁ,0}.
P—oo 2
Proof: See Appendix [Bl [

VI. PROOFS OF THEOREMS [[JAND[2] AND NOTE[I]FOR THE
AWGN BC wWITH NOISE-FREE FEEDBACK

As mentioned in Note 2], Relations (12)—-({4) in Theorem [l
can be directly obtained from Theorem 2l Nevertheless, for
convenience to the reader we provide a separate proof for each
of the relations in Theorem [Il.

A. Proof of Theorem

Equation (I4) follows from the following more general
relation: irrespective of the noise correlation p, € [—1,1] and
the noise variances 07,03 > 0 the prelog satisfies

OBC,E(P? U%?U§7pz) < 2 (55)
+log(1+ P) -

The lower bound in (33) holds because without feedback the
prelog of the AWGN BC equals 1 irrespective of p, € [—1,1]
(see the capacity result of the AWGN BC without feedback in
[1Q]). The upper bound in (33) holds because whenever a rate
pair (R1, Rg) is achievable over the AWGN BC with noise-
free feedback, then the rates R; and R cannot exceed the
single-user capacities (with feedback) of the AWGN channels
from the transmitter to the corresponding receiver, i.e.,

1< lim

P—co

1 P
R, < 510g (1+§>, v e {1,2}. (56)

v

Equation follows from Relation (33) and Proposition [6]

We next establish Equation (I3). Notice that when p, = 1
and 0? = o3, the two noise sequences {71} and {Z2:}
coincide, and thus the two receivers observe exactly the same
output sequences, i.e., Y7 = Y, at all time instances ¢ €
{1,...,n}. Consequently, if Receiver 2 can decode M3, then
so can Receiver 1 and hence (R1, R2) can be achievable only
if R; 4+ Ra does not exceed the capacity of the channel to
Receiver 1. This implies that the sum-capacity of the AWGN
BC with noise-free feedback coincides with the single-user



feedback capacity of the AWGN channel from the transmitter
to one of the two receivers:

1 P
CBCE(P102702apZ:1):_1Og 1+=. (57)
’ 2 o2
This establishes the desired result in (13).

We finally prove Equation (13). By Relation (33) it suffices
to show that when p, lies in the open interval (—1,1), then
the prelog is upper bounded by 1. Invoking the cutset bound
[12, Theorem 15.10.1] with a cut between the transmitter and
both receivers we can upper bound the sum-capacity as

Cae,n(P,of,03,p:) < maxI(X;V1Ye),  (58)
where the maximization is over all input distributions on X
satisfying E [X 2} < P. By the entropy maximizing property
of the Gaussian distribution under a covariance matrix con-
straint [12]], the upper bound in (38) is equivalent to

P
Lt ———— | (59)

CBC,E(Pu U%uagupz) S 2 5
o3 +o3 (1 - pz)

N | =

which establishes that for every p, € (—1,1) the prelog is
upper bounded by 1.

B. Proof of Theorem

The asymptotic upper bound (I8) follows again from the
cutset bound and the entropy maximizing property of Gaussian
distributions under a covariance constraint. In fact, applying
the cutset bound with a cut between the transmitter and both
receivers (in analogy to (39)) for given power P > 0, noise
variances 0%,05 > 0, and noise correlation p,(P) € (—1,1)
we can upper bound the sum-capacity as

CBC,E(Pa U%a U%a pz(P))

1 P
< 3 log |1+ —=
U%IJF;S (1= 1[p=(P)[?)
1 P
<3 1Og 1+ 0202 3 (60)
2 2051023 (1 - |Pz(P)|)

where in the second inequality we used that p,(P) € (—1,1).
Moreover—as argued in (36)—the sum-capacity cannot ex-
ceed the sum of the two single-user capacities of the channels
from the transmitter to the two receivers, i.e.,

CBC,E(Pv U%a U%,pz)
1 P 1 P
< =1 1+ — -1 1+— ).
=3 og( +0%>+2 og( +cr§)

The asymptotic upper bound (I8) follows then by combining
(60) and (61) with the definition of o in (16).

The asymptotic lower bound follows from Proposi-
tion [7] in Section

(61)

C. Proof of Notelll

We have to show that the achievability results in Theorem/[I]
remain valid also in the weaker setup with only one-sided
feedback. The achievability results in and (I4) remain
valid because a prelog of 1 is trivially achievable for all values
of p, € [—1, 1] even without feedback [10]. The achievability
result in (I2) remains valid because for p, = —1 the capacity
regions of the setups with one-sided and two-sided feedback
coincide. In fact, after each channel use ¢ the transmitter can
locally compute the missing output Y5, (or Y7 ;) from the
observed feedback output Y7 ; (or Y2 ;) and the input X;:

o
Yo, = —U—Q(Yl,t - X))+ X, te{l,....,n}.
1

VII. PROOF OF THEOREM [4FOR THE AWGN BC WITH
NoI1sY FEEDBACK

Since for all correlation coefficients p, € [—1,1] prelog 1
is achievable even without feedback [10]], the interesting part
of Theorem Ml is the converse result. We prove this converse
result using a genie-argument similar to [6].

Our proof is based on the following three steps. In the
first step we introduce a genie-aided AWGN BC without
feedback and show that its sum-capacity upper bounds the
sum-capacity of the original AWGN BC with noisy feedback.
In the second step we introduce a less noisy AWGN BC with
neither genie-information nor feedback and show that its sum-
capacity coincides with the sum-capacity of the genie-aided
AWGN BC. In the third step, we finally show that the prelog
of the less noisy AWGN BC equals 1, irrespective of the noise
variances 03,03, 03,1, 0%/, > 0 and the correlation coefficient
pz € [—1,1]. These three steps establish the desired converse
result.

We elaborate on these three steps starting with the first
one. The genie-aided AWGN BC is defined as the original
AWGN BC without feedback, but with a genie that prior to
transmission reveals the sequences {(Z1; + Wi¢)}7, and
{(Z2,4+Wa2,4)}7 to the transmitter and both receivers. Notice
that with this genie information, after each channel use ¢, the
transmitter can locally compute the missing feedback outputs
Vi and Vo

Vig=Xe +(Zis+ Wiy),
Voo = Xi + (Zog + Way).

(62)
(63)

We can thus conclude that the sum-capacity of the genie-aided
AWGN BC is at least as large as the sum-capacity of the
original AWGN BC with feedback.

We next elaborate on the second step. The less noisy AWGN
BC is described by the channel law:

Yig =+ Zig, (64)
Yoir =we + Zoy, (65)

where the noise sequences are defined as
Ziy 2 Ziy — E[Z04|(Z1g + W), (Zog + Way)], (66)
Zot & Zoy — EZaal(Z1p + Win), (Zoy + Way)],  (67)



and are of variances

- 0%,,05(1 — p2) + 0%, 03
Var(21,) = of — 193(1 —p2) Wi%W2__ - (68)
(of + Uw1)(‘72 + UWQ) 01032p%
Var(Zg t) — 52 o0t (1 — )+UW2UW1 . (69)
7 2(01 "‘UWl)(Uz +UW2) _‘71‘72l7z

By the following two observations, the sum-capacity of this
less noisy AWGN BC coincides with the sum-capacity of the
genie-aided AWGN BC. Firstly, the sum-capacity of the less
noisy AWGN BC remains unchanged if prior to transmission
a genie reveals the sequences {Z71 (+ W1} and {Z2,+Wa 1}
to the transmitter and both receivers. This follows because by
Definitions (66) and (67) the genie-information {Z7 ; + W1 +}
and {Z2: + Wa,} is independent of the reduced noise se-
quences {Zu, ZQ_’t}, and thus plays only the role of common
randomness which does not increase capacity. Secondly, the
sum-capacity of the genie-aidled AWGN BC coincides with
the sum-capacity of the less noisy AWGN BC, when in this
latter case the transmitter and both receivers additionally know
the genie-information {(Z1; + Wi .)} and {(Z2, + Way)}.
This holds because knowing the genie-information {(Z1; +
W)}, and {(Z2,+ + Way)}i, the outputs Y7, and Y,
can be transformed into the outputs Y7 ; and Y5, and vice
versa.

We finally elaborate on the third step. The less noisy AWGN
BC is a classical AWGN BC with neither feedback nor genie-
information, and its sum-capacity is given by [10]:

2 2 2 2
CBCLessNoisy,E(Pu 01,09,Pz, 011, UWQ)

P
min {Var(ZLt) ,Var(Zgyt)} ’
where the variances Var(Z;. t) Var( Zs. t) are defined in

(68) and (69). By (68)—(70) the prelog of the less noisy
AWGN BC equals 1, irrespective of the noise variances
0%,03,0%,1,0%5 > 0 and the noise correlation p, € [—1,1].
This concludes the third step, and thus our proof.

1+

1
=3 log (70)

VIII. ACHIEVABILITY OF PRELOG 2 FOR THE AWGN IC
WITH NOISE-FREE FEEDBACK

We prove that the prelog of the AWGN IC with one-sided
noise-free feedback equals 2 when p, = —1. As in the
previous section, this prelog is achieved with a Schalkwijk-
Kailath-type scheme. More specifically, it is achieved by a
straightforward extension of Kramer’s memoryless-LMMSE
scheme for interference channels [§], Section VI-B] to channels
with correlated noises.

A. Scheme for p, = —1

Prior to transmission, each transmitter maps its message into
a message point as in (33). The transmitters then describe these
message points to their intended receivers using n channel
uses.

The first three channel uses are part of an initialization
procedure. In the first channel use both transmitters remain
silent. Via the feedback both transmitters then observe the

. . A . .
Gaussian random variable N = Z; 1 = —Z5, which will
serve them as common randomness in future transmissions.
In the second channel use Transmitter 2 remains again silent

and Transmitter 1 sends:
P P ON
X2 = © N—
b2 \/P+o—]2v <\/Var(®1) A ) ’

where oy will be defined later on. In the third channel use
Transmitter 1 remains silent and Transmitter 2 sends:

P P ON
Xo3 = O+ N— .
3 \/P+o—]2v <\/Var(®2) 2N )
At the end of this initialization phase Receiver 1 produces
the estimate ©;3 2 4/ PJmN \/ Var(el)Y 1.2 and Receiver 2
the estimate O3 2 4/ P+UN \/ Va'(o2

errors are thus given by:

A Var(© P+ o2
€132 013601 = \/ ( 1)\/ oN (N + Z12),

. Their estimation

P P
and
A Var(© P + o2
€232 O3 — 0y = \/ ](3 2)\/ 2 N(N + Zy0).

In the subsequent (n — 3) channel uses, the two transmitters
transmit symbols in order to help the receivers refine these
estimates. In channel use ¢ € {4,...,n}, Transmitter 1 sends
a scaled version of Receiver 1’s estimation error €; ;1 about
message point ©; and Transmitter 2 sends Receiver 2’s esti-
mation error €3 ¢ about message point O,. Notice that each
transmitter knows the estimation error of its corresponding
receiver because it is cognizant of its own message point
and through the noise-free one-sided feedback also of the
estimate at its corresponding receiver. Specifically, at time

t € {4,...,n} Transmitter 1 sends

P

X = €1,6-1,
a1 t—1
and Transmitter 2 sends
. P
Xoy = sign(pi—1) €2,t—1-
a2 t—1

After each channel use t € {4, ..., n} the two receivers update
their message-point estimates according to the updating rule
(B3) in Section [V-Al

After the reception of the n-th channel output, Receiver v
produces as its guess the message M,, whose message point
is closest to its estimate éyyn, ie.,

M, = argmin,, .y |onn, |y |Ou(m) — Ol

.....

where ties can be resolved arbitrarily.



B. Analysis

We present only a rough analysis of the scheme. For more
details, see [8].

The probability of error of the described scheme tends to 0
as the blocklength n tends to infinity, if for v € {1, 2}:

— 1 - 1 Qyt—1
< _ _ 2
Ry_nll—>rr;on¥2log< Qyt )7
where a,, 5 = Var(0,);

Var(©), P + o3
vy = O LEIN (52 1 02),

and for t € {4,...,n}:
Pa*(1—|pi—1|*) + 0

(71)

ve{l,2}; (72)

Oyt = Oyt , ved{l,2}.
(73)
The correlation coefficients {p;}}_; are defined as
2
N
= 74
P3 U]2V + o2’ ( )

and for ¢ € {4,...,n} through Recursion on top of the
next page. We shall choose the variance 012\, such that the
sequence {p:} o is constant in magnitude but alternates in
sign, i.e., such that for some pj € (0, 1):

pr = (=D'pie, te{3,...,n}. (76)

o1,t—1 o2 t—1

This way, the ratios ” and o, are constant for t €
{4,...,n}, and trivially the limit on the right-hand side of
equals

o 1 1 Ay t—1
nh—>ngo E Z 5 10g < Q. t )

I P(1+ a® + 2apje) + o>
2 S\ P21~ (po)?) + 02

(77)

By Equation (74), we can set p3 to every value in [0,1) if
we appropriately choose the variance 012\,. Therefore, Condi-
tion (Z6) can be satisfied for all p* € [0,1) that correspond
to “fixed points” of Recursion (Z3), i.e., for all p* such that
substituting p;—1 = p* into Recursion (73) yields p; = —p*,
and substituting p;—; = —p* into Recursion yields
pr = p*. Using simple algebraic manipulations it can be
seen that the set of such “fixed points” is given by the set
of solutions in [0,1) to the quartic equation

p* + dsp® + dop® + dip+do = 0, (78)
where
2
o
ds = —— 79
3 2CLP7 ( )
o*(4+ap.)
dy=—-2— ————= 80
2 2G2P 9 ( )
o2(1 4+ 2a® + 2ap.) ot
dy = — — 81
! 2a3 P a3 P?’ 81)
2
2a — z
do =1+ o°(2a = pz) (82)

2a3 P
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Notice that Equation (Z8) has at least one solution in [0,1),
and thus, Recursion (73) has at least one “fixed point” pj. in
[0,1). This follows by the Intermediate-Value Theorem and
because for p = (3 and p, = —1 the left hand-side of (Z8)
evaluates to 1 + 24t ~ 0 and for p = 1 and p, = —1 it
evaluates to —% < 0. Combining these observations with
and (77) leads to the following lemma.

Lemma 4: Let power P > 0, noise variance o2 > 0, noise
correlation p, € [—1,1], and cross gain a # 0 be given. The
scheme described in Section achieves all rate pairs
(R1, Ry) satisfying

1 P(1 + a® + 2ap}, 2
Ry<—1og< (;—a +*ap2[C)+c27
Pa?(1 - (pic)?) + o

), ve 1,2},
(83)

2

where pj is defined as a solutiorf in (0,1) to the quartic
equation (Z8).

C. High-SNR Asymptotics

Proposition 8: When p, = —1 and a > 0 the above
described scheme achieves prelog 2.

Proof: By Lemma [, for each power P > 0 and ¢ > 0

the scheme in the previous section achieves a sum-rate

P(1+ a?pjc) + 02
Rx(P) = log (Pa2(1 — ()7 1 o —€
P(1+a?) +o0?
—€
2Pa®(1—pio) +02)  ©

where pj. is defined as a solution in (0,1) to the quartic
equation (78), and where the inequality follows because pj-
lies in the interval (0, 1).

The desired asymptotic lower bound follows from
and from the following Lemma 3] [ ]

Lemma 5: Let the noise variance o2 > 0, noise correlation
p. = —1, and cross gain a > 0 be given. For each power
P > 0 let pj-(P) to be a solution in the interval (0,1) to the
quartic equation (Z8) in p. Then,

lim PY¢(1 — pj=(P)) =0, Ve>0.
P—oo

> log

(84)

Proof: See Appendix [Cl [ |

IX. PROOF OF THEOREM [BIFOR THE AWGN IC WITH
NOISE-FREE FEEDBACK

We first prove Relation (31)), which follows from the fol-
lowing more general relation. Irrespective of the symmetric
noise-variance o2 > 0, the noise correlation p. € [—1,1], and
the cross gain a > 0, the prelog satisfies

CIC,E(Pu g, pzaa) <9 (85)
slog(l+P) ~—

The lower bound can be achieved, e.g., by silencing Transmit-
ter 1 and letting Transmitter 2 communicate its Message M to
Receiver 2 over the resulting interference-free AWGN channel
Yo = Xou + Zoy at arate Ry = 2 log (14 £ ). The upper

1< lim

P—oo

SIf there is more than one such solution, then one can freely choose one
of them.



P(1+ a? +2alp;_1|) + o2
Pal(1 7)) + o

pr = sign(pi—1)

P(1+alpi—1])?

11

N1prer — 2P(a+ lpt—1])(1 + alpe-1])
- P(1+ a? + 2a|pi—1|) + o2

(P(L+a® + 2alpi1) + 02)

(Pa+ lpalL+ @) + %0, )
(75)

bound can be derived using the cutset bound and the entropy
maximizing property of the Gaussian distribution under a
covariance matrix constraint. In fact, applying the cutset bound
with a cut between both transmitters and Receiver 2 on one
side and Receiver 1 on the other side yields

maxI(Xng;Yl)
1 1 p

R <

o2

where the maximization is over all joint laws on the pair
(X1, X2) satisfying the power constraints E[X?] < P and
E [XQQ} < P. Similarly, applying the cutset bound with a cut
between both transmitters and Receiver 1 on one side and
Receiver 2 on the other side yields

Ry <

= llo 1+

max I (X1 Xs;Y2)
(1+ a)zP)

o2

These two upper bounds establish the converse result in (3.

Equation is established by the general Relation (83)
and Proposition [§] in Section VIII-Cl.

We next establish Equation (32). Towards this end, we
notice that for a = 1 and p, = 1 the two output sequences
{Y1,.} and {Y2,} coincide. Therefore, whenever Receiver 1
can decode its message M so can Receiver 2, and similarly
whenever Receiver 2 can decode M5 so can Receiver 1. Thus,
for a = 1 and p, = 1 the feedback capacity of our AWGN
IC coincides with the feedback capacity of the AWGN MACs
from both transmitters to one of the two receivers. Since these
AWGN MAC:s have prelog 1 (with or without feedback) [13],
[14], [[13] Relation (32) follows.

We finally show that irrespective of the cross gain a > 0,
for p. € (—1,1) the prelog is upper bounded by 1, i.e.,

CIC,E(PaUasza) <1
tlog(1+P) — 7

Combined with (83) this establishes (30).

We prove (86) based on a genie-argument and a generalized
Sato-MAC bound [16], similar to the upper bounds in [17],
[18]. Our proof consists of the following three steps. In the
first step, we consider a scenario where prior to transmission a
genie reveals the symbols U" = Z1'— %Z? to Receiver 1. This
obviously can only increase the sum-capacity of our channel.

In the second step, we apply Sato’s MAC-bound argument
[16] to the genie-aided AWGN IC obtained in the first stepﬁ we

lim

P—oo

p: €(-1,1).  (86)

6Unlike in Sato’s setup, here both transmitters have feedback. As we shall
see, Sato’s MAC-bound argument applies unchanged also to feedback-setups,
as the argument affects only the receivers.

show that the capacity of this IC is included in the capacity of
the MAC that results from the IC when Receiver 1 is required
to decode both messages and Receiver 2 no message at all. The
inclusion can be proved based on the following observation.
Whenever Receiver 1 has successfully decoded Message M,
then it can reconstruct the inputs X' and also the outputs
observed at Receiver 2:

Yy = L - X 4 U (87)
Consequently, under this assumption it can decode Message
M> in the same way as Receiver 2. This implies that for
fixed encoding strategies applied at the two transmitters, the
minimum probability of error in the MAC setup cannot exceed
the minimum probability of error in the IC setup and proves
the desired inclusion.

In the third step we show that the MAC to Receiver 1 has
prelog no larger than 1. Combined with the previous two steps
this yields the desired upper bound (86). Before elaborating
on this third step, we recall some properties of the considered
MAC: Its channel law is described by

Y17t2X17t+CLX27t+Z17t, te {1,,71},

its two transmitters observe the generalized feedback signals
{Y1+} and {Y2.}; and before the transmission starts its
receiver learns the genie-information U™.

We now prove that the prelog of this MAC is upper bounded
by 1. To this end we fix an arbitrary sequence of blocklength-
n, rates-(Ry, Ro) coding schemes for the considered MAC
such that the probability of error €(n) tends to zero as n tends
to infinity. Then, for every blocklength n we have:

R+ Ry
1 n oy, €(0)
EI(Ml,Mg;Yl,U )+ —=

n

IN

1
= —I(Ml,Mg;Y1n|Un)+@
n n
1 & _
= =3 (iU
t=1

n

_ " e(n
_h(YVl,t|Y1 11M17M27U )) + %

n

%Z (n(v1.n)

t=1

IN

- 1 7 e(n
—h(Y1[Y{ My, Mo, Y7 U )) +T)

= %Z (h(yl,t|Ut) — h(Y1,¢|X1,¢, Xo, Ut))

t=1



n

1
= EZI(Yl,t;X17t7X27t|Ut)

t=1
1 1 2p
S —10g <1+%> +@,
2 O-QL n
14+a2—2ap,

where the first inequality follows by Fano’s inequality; the first
equality follows by the independence of the genie-information
U™ and the messages M; and Ms; the second inequality fol-
lows because conditioning cannot increase differential entropy
and because the vector Y, ! can be computed as a function
of My, Yf_l, and U'™!, see (&7); the third equality follows
because the input X ; is a function of the Message M; and
the feedback outputs Yffl, and similarly X5 ; is a function
of M> and Y;fl, and because of the Markov relation

(M17M27Y1t_17}/2t_17 Ut_lu Uﬁkl) - (Xl,tuXQ,ta Ut) - le,t;

and the last inequality follows because the Gaussian dis-
tribution maximizes differential entropy under a covariance
constraint. Since by assumption the probabilities of error €(n)
tend to 0 as n — oo the sum-rate of the considered scheme
must satisfy

(1-p2)
1+a2—2ap,

1 1 2p
Ri+ Ry < 5 log <1+&>,

and thus the sum-capacity of the MAC to Receiver 1

(1+a)?*P )
(1—p32) ’
o? 1+a2f2apz

1
Owmac,s(P,0°, pz,a) < 510g <1 +

It immediately follows that for ¢ > 0 and p, € (—1,1) the
prelog is upper bounded by 1, which concludes the third step
and the proof of (86).
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APPENDIX
A. Proof of Lemma

Since for every P > 0 the parameter p*(P) lies in the
interval (0, 1):

lim P!~ (1—p*(P)) 20, Ye>0.
P—oo
Thus, we have to prove that
lim P'=¢(1—p*(P)) <0, Ye>D0. (88)
P—oco

To this end, we introduce for every P > 0 the parameter
g'(P) 21— p"(P),
which by and (44)-@6) satisfies

0=~ (g"(P)* +72(P) (4"(P))* + 1 (P)g"(P) +70(P),
(90)

(89)
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where
(P) =3 20109 P—i—crf—i—a%—i—pzalcrg
Y2 =9 -
P VP +02\/P+o3
_ 20%05 o1)
P\/P+02\/P+02%
P
P)=-21|1-
n(P) < «/P—l—cr%\/P—i—U%)
L2 Hpe)oi + 2+ p2)0h + 2p20100
\/P—FU%\/P—FG%
0? + 02 + 40109
P
0102(0% + 40109 + 03) ©92)
P\/P+02\/P+0Z "’
2 2
o1 + 20102 + 03 P
’YO(P):_— 1+p.
P NN

_0102(0% + 20109 + 03)

. (93)
P\/P+0%\/P+ 03
Proving (88) is then equivalent to proving
lim P'"¢g*(P) <0, Ve>0. (94)
P—oo

We shall prove (©4) by contradiction, and thus assume that
there exists an € > 0 such that

lim P'~g*(P) > 0. (95)
P—oo
By our assumption, the parameter
€ £ sup {e : lim P'~¢g*(P) > O} ; (96)
P—oo
is strictly positive, and we can choose an €; in the open interval

(0,€").
In the rest of this appendix we show that under our

assumption
lim ABc(P) > 0,

P—o0

o7

where for each P > 0 we define

Apc(P) £ P2~ (= (g"(P))* + 32(P)(g" (P))?
+11(P)g"(P) +%(P) ). 98)

Inequality implies that there exist (finite) values P > 0
for which Agc(P) > 0 and thus the cubic equation (@0) is
violated. This leads to the desired contradiction.

In the following we establish Inequality by proving the
following three limits

lim P27 (~(g"(P)* + 72(P)(g"(P))?) >0, (99)

P—oo

lim P?~ 1y, (P)g"(P) = 0, (100)

P—oo

Jim P2 = (P) = 0. (101)
— 00
We first notice that

lim ~2(P) =2, (102)

—00
lim 1 (P) =0, (103)

P—oo



lim ~o(P) =0,

P—oo

(104)

and thus by continuity the solutions to the cubic equation (90)
tend to the solutions to the cubic equation —g3 + 2¢% = 0.
Since for this latter equation g = 0 is the only solution in the
interval [0, 1], it must hold that

lim ¢*(P)=0.

P—oo

(105)

Inequality (@9) is then proved as follows. Since ( 6*%) < €*
Definition (96) implies that
lim

Jim (P“e ylg*(P)) > 0,

which combined with limits (I02) and (T03) yields the desired
inequality (@9):

Tm P2 (=(g"(P))* +12(P)(¢" (P))°)

P—oo
(P=54'(P)) (~4"(P) +2a(P)

(106)

= lim
> 0.

To prove equations (I00) and (I0T) we employ the following
limit
P 2 2
1— _TT% (g
VP +03\/P+o03 2

which can be proved with Bernoulli-de I’Hopital’s rule. Since
(€* + €1) > 0, Limit (I07) combined with the definition of
~o(P) in (@3) establishes Equation (I0T). Similarly, since ¢; >
0, Limit (I07) combined with the definition of v;(P) in ([©@2)
yields

lim P

P—oo

lim P34 (P) = 0. (108)
P—oo
Moreover, since (¢* + ) > €* by the definition of ¢*:
lim P~ ~/2g%(P) =0, (109)

P—oco
which combined with (IQ8) establishes the desired equal-
ity (100).

B. Proof of Lemma
The first part of the proof is analogous to the proof in

Appendix[Al Again, since for each P > 0 the parameter p* (P)
lies in the interval (0, 1) the lower bound

lim P'~(1

P—o0

—p"(P)) >0, Ve> max{#,O}

trivially holds, and the interesting part is to prove

— 1—
lim P'=¢(1 - Ve > max TB,O

P—oo

p*(P)) <0,

(110)
Define for every P > 0

9" (P) = 1= p*(P),
which lies in (0,1) and by @3) and @4)-{E6) satisfies

—(g"(P))* +72(P)(g*(P))* + 71(P)g"(P) +~0(P) =0,
(111)
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where in this appendix in the definitions of ~5(P), ~v1(P),
and vo(P) (Definitions (O1)-(@3)) the correlation coefficient
p- should be replaced by p,(P). Instead of proving (T10), we
shall prove the equivalent limit

lim P'~“g*(P) <0,

P—oo

Ve > max{#,O}. (112)

The proof is lead by contradiction. Thus, assume that there
exists an € > max{#, 0} satisfying

lim P'~g*(P) > 0. (113)
P—oo
Under this assumption, the parameter
e 2 qup {e . Tm P=¢¢*(P) > 0}, (114)
P—oo
is larger than max{#,()}, and we can choose €1 in the

open interval 5

(e {
contradiction, we prove that

M, 0} ,e*). To establish the desired

lim Agca(P) >0, (115)
P—oco

where we define
P2 (= (g7 (P) +72(P)(g" (P))?
Fn(P)g* (P) + 0 (P)).

This implies that for some values P > 0 the term Agc(P) >
0 and thus Equation (I11) is violated, which leads to the
desired contradiction.

Using similar steps as for the proof of Equations (@9) and
(I00) in Appendix [A], it can be shown that

i P>~ (= (9" (P))* +9a(P)(g" (P))?

P—oo
+1(P)g*(P)) > 0.
(116)

Apca(P) =

It therefore suffices to prove

Iim P2~ ~“iqg(P) =0, (117)

P—oo

in order to establish (T13). Towards proving (I17), we first
rewrite vo(P) as

_ a% + 20109 + J%
P

((“#ﬁ)

L1+ pu(P)) P

\/P—FO'%\/P-i-U%
. 0102
NN =

and notice that the following limit

Yo(P) =

lim PU—¢—e)
P—oo

((1‘ HW)



P

P 1ot P+t

+ (L +p=(P))

0102
_ =0,
P\/P-FU%w/P-I—U%)

(118)

directly leads to the desired result (I1Z). We now prove
Limit (II8). Obviously, since (e1 + €¢*) > 0:

lim Pl=¢ —@ 9192 =0, (119
Poo P\/P+0a}\/P + a3
and by (I07) also
. P
lim P1=¢—« (1-— = 0. (120)
Pooo ( x/P—I—U%«/P—l—J%)

Moreover, as we shall shortly see, by the definition of the
parameter /3, Equation (I7), for all 3’ < :

lim P (1+ p.(P)) =0, (121)
P—oo
and thus, since (1 — e¢* —€1) < S
« P
lim P'™¢ = (14 p.(P)) =0. (122)

P+ o3\/P+ o3
Combined with (119) and (120) this limit establishes (118)
and thus (I17), and concludes the proof.

We are left with proving Limit (IZ1). By Equation (I7), i.e.,
—log(1 + p=(P))

log(P)

there exists for every ¢ > 0 an unbounded increasing sequence
{Px}ken such that

P—oo

B = lim

P—o0

(B —€)log(Py) < —log(l + p.(P)), kEeN,
i.e., such that
P > PP (14 p.(Py), kel (123)

Since the sequence P, “ tends to 0 as k& — oo and since the
right-hand side of (I23) is nonnegative for ¥ € N, we can
conclude that

lim P72 (1+ p.(B)) = 0.

k—o0

Finally, since this argument holds for any ¢ > 0, Limit (121])
is established.

C. Proof of Lemma[3

The proof of Lemma [3] is similar to the proof of Lemma
in Appendix [Al

Again, since for every P > 0 the parameter pj(P) lies in
the interval (0,1) we have to prove that

P@o P (1—pjc(P)) <0, Ve>0. (124)
To this end, we introduce for every P > 0 the parameter
gic(P) = 1= pic(P), (125)
which by (Z8) and (79)—(82) satisfies
(Gic(P)" + 85(P) (gic(P))°

14

+02(P) (gic(P))? + 61(P)g* (P) + do(P) = 0, (126)

where
2
o
03(P) £ —4 = 5, (127)
2(4+ ap, — 3a)
5o(P) 247 :
2(P) 2a2P
20%(1 —a
—4— %, (128)
5(P) & 0%(—a® +2a%p, + 8a + 2ap, + 1) ot
! B 2a3 P a3 P?
0%(=3a® +6a +1) ot
= 129
2a3P + aspP?’ (129)
2 2 4
a 0 (1+p)(l14+2a+a*) o
%(P) = 203 P a3 P2
4
o
=~ 3py (130)

where in (I28)-(130) we used that p, = —1. Proving (124) is

then equivalent to proving
lim P'"¢gio(P) <0, Ve>O0. (131)
P—oo

We shall prove (I31) by contradiction, and thus assume that
there exists an € > 0 such that

lim P'~“gio(P) > 0. (132)
P—o00
By this assumption, the parameter
€* £ sup {e . Tim P~ ¢gi(P) > 0} , (133)
P—o00

is strictly positive, and we can choose an €; in the open interval
(0,€).
In the rest of this appendix we prove that
Iim P> ¢~ A(P) >0,

P—o0

(134)

where we define for each P > 0:

Ac(P) = (gic(P))* + 05(P)(gic(P))’
+02(P)(gic(P))? + 01(P)gic(P) + do(P).

Inequality (I34) implies that there exist (finite) values P >
0 such that Ajc > 0 and thus the quartic equation (126) is
violated. This leads to the desired contradiction.

We prove (I34) by establishing the following three inequal-
ities:

lim
P—oo

(P ((gic)" + 85(P)(gic(P))*)

+52(P)(QI*C(P))2> >0, (135)

lim P2 4§, (P)gi-(P) = 0, (136)

P—oo

lim P2~ ~9160(P) = 0. (137)

P—oo

To this end, we first notice that

lim §3(P) = —4, (138)
P—oo
lim §(P) = 4, (139)
P—oo



lim 6,(P) = O, (140)
P—oo
lim &(P) = O, (141)
P—o0

and thus the solutions to the quartic equation (126) tend to the
solutions to the quartic equation g% — 4¢3 + 4¢g? = 0. Since
g = 0 is the only solution in the interval [0, 1] to this latter
quartic equation, we obtain:

lim gin(P) = 0. (142)
P—o0

Inequality (I33) can then be proved as follows. Since
€*ter < €*
2 b
e*teq

lim P!~ =
P—oo

which can be combined with (I38), (139), and (I42) to
establish Inequality (133):

i P2 a (<g;‘c<P>>4

g (P) >0, (143)

P—oo

L53(P)(gie(P))° + 52(P)(gf‘c(P))2)

(P gicp)”
((6ic(P)? + 85(P)gic(P) + 6a(P))

= lim
P—oo

> 0. (144)

Equation (I36) is proved by combining the following two
limits. Since ¢ > 0, by the definition of d;(P) in (129)
we have

lim P'~%6,(P) =0,

P—o0

and since (e* + %) > €*, by the definition of ¢* we have:

lim P'~ =% ¢*(P)=0.

P—o0

Finally, Equation (I37) follows immediately by the defini-
tion of §o(P) in (I30) and because €*,¢; > 0. This concludes
the proof.
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