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Abstract— We propose an encoding scheme for the Gaussian Kramer extended it for the multi-user access channel and the
relay channel with receiver-transmitter feedback based onthe jnterference channel [9], and finally Merhav and Weissman
Schalkwijk-Kailath coding strategy for the memoryless Gatssian extended the scheme for Costa’s Writing on Dirty Paper

single-user channel with feedback. The scheme has the advage .
over previous schemes for the relay channel of being of verypw channel [11]. Note that for the single-user channel, the-two

complexity and, for certain channel parameters, achievingnuch ~User multiple-access channel and Costa’s Writing on Dirty
higher rates. Paper channel the schemes are capacity achieving. Unfortu-

nately, we cannot prove this property for our extension ffier t
relay channel. Nevertheless, for specific channel paramete
The relay channel was first introduced by van der Meulghe scheme outperforms all existing block-Markov encoding
in [1]. Cover and ElI Gamal in [2] then introduced the ideachemes by far. Thus, we show that at least in the case of
of block-Markov superposition encoding for the relay channa receiver-transmitter feedback link there are low-coxipte
by proposing two encoding schemes based on this idea: Hitrnatives which outperform the best known block-Markov
compress-and-forward scheme and the decode-and-forwandoding schemes.
scheme. Block-Markov superposition encoding is also used
in the best schemes [6] known today. Nevertheless, only in a
few special cases, i.e., for semi-deterministic relay cleds14] The Gaussian relay channel consists of three terminals, a
or for physically degraded relay channels [2] a block-Markoiransmitter, a receiver, and a relay. The transmitter veishe
encoding strategy was shown to achieve capacity. In genefgnsmit a messagl’ to the receiver, and the relay helps in
the capacity of the relay channel is not known, not even in this transmission. The messagéis a random variable which
Gaussian case. is uniformly distributed over the sety = {1,...,|e"*|}
In the presence of feedback links either from the receiviheren denotes the blocklength arfé denotes the transmis-
to the transmitter, or from the relay to the transmitter, th&on rate.
best schemes [5] proposed so far are as well based on blockndependent of the messad& let {(Z;,Z2x)} be a
Markov strategies, and are known to be capacity achievif§duence of independent identically distributed (i.ipg)rs
only in the same special cases as without feedback. T® independent Gaussian random variables of zero mean and
situation changes only when a feedback link from the receivéariancesVy and N,. The sequencéZy .} models the noise
to the relay is introduced. For this case it was shown in [#] the link from the transmitter to the relay and the sequence
that a block-Markov strategy achieves capacity. Zs> 1+ models the noise on the multiple-access link from the
In this work we consider the Gaussian relay channel whelf@nsmitter plus relay to the receiver. Thus, the tilmehannel
the transmitter has access to feedback from the receiver. Q#PULs at the relay and at the receiver for given channettsp
propose an encoding scheme which does not rely on bloék-+ at the transmitter and, ;. at the relay are
Markov encoding, instead we design the transmitter and the Vi = aink+ Zig
relay to be linear. Thus, in this scheme the transmitteayrel v, — ' d 7
and receiver are all of very low complexity. ko= Lkt ATk o L2
The encoding scheme is based on the Schalkwijk-Kailaktered is the gain coefficient of the relay-to-receiver link. The
signaling scheme [7] for the additive white Gaussian singlgain coefficients of the other links can be set to one without
user channel with feedback. Their scheme has been extenitss of generality.
to various basic memoryless Gaussian communication gsttin The transmitter has access to causal and noise-free fdedbac
with feedback: Ozarow extended the scheme for the two-ugeym the receiver’'s output and thus forms its timeshannel
multiple-access channel [8] and the broadcast channe| [1®BJput z; , as a function of the given message € W

I. INTRODUCTION

Il. SETTING AND RESULTS



and the sequence of previous channel outputs at the receivefrom [12] we report the highest rate which is known to

y1,-..,Ys—1. The relay does not have any feedback and forne achievable with a block-Markov strategy in a receiver-
the time# channel inputc, 5, as a function of the sequence otransmitter feedback setting. The encoding scheme acigjevi
previous channel outputs at the relay;,...,y1 x—1. Thus, this rate combines the ideas of restricted decoding [13] and
the time# encoding functions are of the form the form of backward decoding introduced in [6] for the relay

(n) o1 channel without feedback.

1k WxRTI—R, ()

2(77;) : RE-1 LR @) Theorem 2 ([12], Theorem 4 and Corollary 2): A rate R

is achievable for the Gaussian relay channel with causaknoi
for k = 1,...,n and the timek channel inputs are given by less feedback from receiver to transmitter, power congsai
P, and P;, noise variance®V; and N, and link gaind if
k= fl(_’n]‘c)(waykil)a

. 1 P, + 2Py + 2d\/P P3\/a &
) Rgsupmm{gln (1+ |+ d2Py + N\/ ) 2\/0&10&2/))
’ 2
wherev*~1 denotes the vectds, ..., v,_1). 1 N\ 1 a1 Py a1 Py
The encoding functions are restricted to fulfill averagesklo ——1n< TN ) B 5 In (1 + N, + Nt N’)
power constraints )
1 a1 Py (1—p?)
1 <& 2 +§ In{1+ ﬁ (7)
S2E [(ff.,’?(W, ) } <P ®) 1P+ Ny
b=l where the supremum is over the parameteisas, p, N’
and fulfilling
1 () yk-1) NN
E (v, ) < P, 4 / 14V2
nz {( ) S (4) 0<aj,a,p<1 and N'> 2 Fosls (8)
whereE denotes the expectation operator. [1l. ENCODING SCHEME

A rate R is said to be achievable if for every blocklength
n there eX|sts a sequence of pairs of encoding functio
{fl(’;c), ok }k , as in (1) and (2) fulfilling the constraints (3)
and (4), and a decoding function

In this section we describe the encoding scheme which
Hnieves the rates in Theorem 1.

Prior to transmission the encoder maps the mess&ge
into a real number on the unit intervah1/2,1/2] with the
o™ R — W following one-to-one mapping

w—1 1

such that the probability of a decoding error 0: wrs —08
lenf| —1 2

A

Fe =P (d)(n) (¥*) # W) Consequently, the random variat#éW) is distributed uni-

tends to 0 whem — oo. formly over |e"# | equally spaced values withip-1, 1]. We

Now we are ready to state the main result of this work. VtV'" denoted(1) as the message point and simply witéor

i

Theorem 1. Consider the Gaussian relay channel with The transmitter wishes to convey this message point to the
causal noiseless feedback from receiver to transmittevepo recejver and uses the following scheme: in the first transmis
constraints”; and P, noise varianced/; andN», and againl  sjon step the encoder transmits a scaled version of the gessa
on the link from the relay to the receiver. A rafeis achievable point ; based on the noisy channel output the receiver then

for this channel if produces an estimate @ thanks to the feedback link the
2 encoder can observe the channel output as well and thus can

1 Py <1 + d\/ P1+N1p ) compute the receiver’s estimate; in the next transmisdiep s

R< max —-In|1+ (5) the encoder sends a scaled version of the receiver’s etimat

0<P<P; d? Ny + Ny

Pi+Ny +N error of §; based on the noisy channel output the receiver

corrects its estimate @f, again thanks to the feedback link the

where the correlation coefficient* is given by the unique encoder can compute the decoder’s new estimate, and in the

solution in [0, 1] of the following quartic equation ip next step it sends a scaled version of the new estimatiom; erro
and so on and so forth. Thus, the strategy is to send maximally

9 ) informative updates at the transmitter in order to sucuebsi

p \/]71“' d\/ P+ N \/;W’ + d N1 o S AD refine the receiver’s estimate of the message point, a gyrate
first described by Schalkwijk-Kailath in [7].

— g2t M Py + Ny. (6) The relay helps in this transmission by simply amplifying

P+ N and forwarding its previous observation.



After the reception of thex channel outputs the receiverand the message poifitit computese,—1, the error of the
guesses the messafjé based on its estimate of the messagdaecoders timek — 1) estimated;,_; of the message poirt,

point 6.

i.e.,ep_1 = 9k 1 — 0. Note that in this schemeg,_; is also the

In the remaining of this section we describe the transmissidecoder’s LMMSE-estimation error when estimatingbased

steps and the decoding in detail, followed by an analysis
the performance.

First Transmission Step: k£ =1

ohYs,..., Y, 1. The computation o€;_; can be performed
recursively as,_1 = ex_o—¢éx_2, Wheree,_o is the LMMSE-
estimation error when estimating given Ys, ..., Y, o and
€2 is the LMMSE-estimate of;_» givenYs, ..., Yi 1.

In the first transmission step the encoder transmits a scaledn transmission ste@ the encoder sends a scaled version

version of powerP; of the message poim, i.e., X;; =
Var(e)e Here Var(#) denotes the variance &t
The relay stays quiet and the decoder obserVes=

Var(e)e + Z3 1 and estimate$ as follows

b, — Var (0)

Py

}/1:

As a result, the decoder’s estimation eregr2 6; — 0 =

“%@Zg,l is zero-mean Gaussian and of variance
Var (0) N
(o5} e Var(el) = 7( ) 2.
Py

of power P; of the estimation erroe;_;

Py

k-1

X = €k—1
whereay_; = Var (e;_1).

The relay applies an amplify-and-forward strategy, that is
it transmits a scaled version af, ;_1, its observation in the

previous step. The scaling factor is chosen ;W for

someP; € [0, P»] and hence the expected power of the input
symbol X, , equalsP,

In the subsequent transmissions the encoder sends resolu-

tion information in order to successively refine the dectsder

estimate ofe; and equivalently of).

Second Transmission Step: &k = 2

Before the second transmission step the encoder observes Y;,
the channel outpul; via the instantaneous feedback link

and thus can compute the receiver’s estintateAdditionally,
the encoder of course also knowsand can compute the
estimation errok; .

In the second transmission step the encoder transmits a

scaled version of poweP; of the estimation erroe,, this
is, X1,2 = %61

The relay again stays quiet and the receiver observes
channel output; = —61 + Z,,2. Based orl; the receiver

P
Xor = A|—2 Y14
2.k P+ N, 1,k—1
Py P
= ot T |

Thus, the timek channel output at the receiver is given by

Xy +dXo 4+ Zog

€ +d €
\/Oéklkl VP1+N1VOék2k2
+d 7 + Z
\/P1+N1 1,k—1 2.k

In the above expression onky,_» depends on the previous
#rannel outputgYs, ..., Y,_1). Therefore, the best predictor
of Y based on(Ya,...,Y,_1) is a scaled version of the

computes the linear minimum mean square error (LMMSEptimateé;_», this is,

estimate ofeq, this is,

€1 =

AV 041P1 Y
P +Ny °
and updates its estimate of the message p&bam‘)g = 0,—é.

The new estimation error is then £ 92 — 0 =¢ —¢é and
is of variance

N,
P+ Ny
In this second transmission step the relay obsekes=

Q/%El =+ ZLQ.

Qo £ Var(EQ) =

n

Dy
P+ Ny

Yk =d —€k—2.

k-2

With this predictor the receiver can form the following irno
vation

I, 2 V-V,
1 pQ Pl
= _ d — €
ak—lek L P+ Ny ak—Qek !
P
+d\| ——Z1 1+ Z 9
RS 1,k—1 2.k 9

Further Transmission Steps. k& = 3,..., . L .
® which is independent of the previous channel outputs

Prior to transmission steg: the encoder observes the(Ya,...,Y;_1). Based onl; the receiver can further com-
feedback outputdi,...,Yx_;1. Based on these observationpute é,_;, the LMMSE-estimate ofe,_; when observing



(Ya,...,Yy), ie., Performance analysis

oy = Cov (ex—1, Ix) . Without loss of generality we can assume thHat= w. Then
- Var (1) an error in the decoding occurs only if there i w such
The receiver then uses this term to update its estimate of that the message poifitw’) is closer to,, than the message
point #(w). The probability of this event is upper bounded by
Ok = 01 — ér1 the probability that the magnitude ef, is greater than half
and hence the new estimation eregr2 é, — 6 is the distance between adjacent message points which irrits tu
can be upper bounded as follows

€ = €p—1— €p_1

1 1
Cov(er—1, 1) P, <Pr|le,| > 7] <2Q (7) ,
— g - kLK) 10 2(enk — 1 2" F o,
Ch=t Var (1) i (10) (e ) c «
e _t2 .

Note thate;, is also the LMMSE-estimation error when estiwhere Q(z) = [ \/%6 = dt is the tail of the standard
matinge; based onYs,. .., Y:). Gaussian distribution evaluated at In the above term the
With expressions (9) and (10) the variance of the estimati¥ariancea,, can be expressed by iteratively applying (11)

error¢;, can be computed .
Ay = 9"
COV(E]gfl,I]g)2 n
akZGk—l—W d® P1+N1P2+N2
Q-1 (d PN, P2+N2) k=3 (VPl +dy P+N1pk 1 PQ) +d2P+N Py + Ny

- n N : (13)
\/?l"i_d\/ Ll 1/31“1 VP +d2 P, + No
( PNy o ) Pt Then we obtain the upper bound on the probability of a

. . N = , decoding error in (12) (shown on top of the next page) and
Then, introducingoy—1 = /5=, in the above recursion we o see that the probability of error tends to 0 wher- oo

obtain if
2 —\ 2
ap = -t (d PN P + NQ) P Zl (\/ﬁl‘f' dy/ PilN_pk—l V Pz)
~ < lim — n|l+
(VP +dy/ 58 o Pz) + & 5 Py + N n—oe 5Py + N
(11) (13)
where The convergence of the right hand side of (13) to the bound
B Ny for R given in Theorem 1 follows by showing that the
P2 = P+ Ny’ sequence of correlation coefficiers;;} converges tgp*, the
and recursively fol = 3,....n — 1 solution of (6), and then applying Ceséaro’s Mean Theorem [3
Theorem 4.2.3].
2 Py + N, In order to prove the convergence of the sequefgg to
Pr = P1+N1 p* we need the following lemma.

2
2
Py (1 +dy P1+N1 Pk— 1) +d*p; +N Py + N Lemma 1: Consider the functiorf : z — pRETERR T

(12) defined on the closed intervé, 1] whena,b,p > 0. The
function f(-) has exactly one fixed point* in [0, 1] and the
infinite sequencery,z1 = f(xo),22 = f(z1),... converges
to this fixed point for any starting pointy € [0, 1].

Note thatp, equals the correlation coefficient gf_; andey,
and thus is proportional to the correlation of the ti(iet+ 1)
signal from the encoder to the receiver and the tihe- 1)

signal from the relay to the receiver. Applying Lemma 1 to the sequence of correlation co-
_ efficients {p} it follows that the sequence converges to
Decoding of the Message after Siep n the unique fixed point in0, 1] of Recursion (12) which is

After the n-th transmission step the decoder’s estimate gfuivalent to the unique solution in the inter@aJ1] of (6).

the message poirtt is given by6,, = 6 + €,. The decoder IV. DISCUSSION
then guesses that the messéfje= « was sent ifd(w) is the

message point closest &, i.e., In the expression for the achievable rate of Theorem 1 the

parameterP, reflects the effective power used at the relay.
W = arg min |6,, — 0(w)]. Note that theP, which maximizes this expression is not neces-
wew sarily equal toP, which implies that in the scheme described
in Section Il it is not necessarily optimal for the relay to
transmit with all the available power. This phenomenonegris



2
(\/Pl +dy/ Pl}ilj\,1 Pk—1 Pz) + d?

Ny

P1+Ny P+ N2

—nR

1 1
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Fig. 1. Bounds on the capacity of the Gaussian relay chanitelreceiver-
transmitter feedback

[12]

[13]
due to the sub-optimal amplify-and-forward strategy at the
relay. With this strategy the relay not only amplifies thensilg
part of the previous observation but also the noise-pamisTh
the optimal choice of the effective transmit power is a taftle
between boosting the signal and enhancing the noise.

Figure 1 compares the performance of the achievable rates
in Theorem 1 and in Theorem 2 with the cut-set upper bound
on the capacity [3]. The comparison is for the choicePpf=
N1 = Ny =1,d =1, and is a function of the power constraint
P, at the relay. Note that with the choidé, = N, we only
consider settings where at the relay a compress-and-fdrwar
strategy or an amplify-and-forward strategy are favoralvier
a decode-and-forward strategy.

For low power constraint?, the rates achieved with the
linear scheme increase with,, since the relay is exploiting
all the available transmit power, and the linear schemesasutp
forms the block-Markov superposition type scheme. However
for high power constrainP, the rates achieved with the linear
scheme do not increase with, since only a part of the power
is used at the relay, and the linear scheme performs worge tha
the block-Markov scheme.
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