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Abstract—The information leakage of a cryptographic imple-
mentation with a given degree of protection is evaluated in a
typical situation when the signal-to-noise ratio is small. This is
solved by expanding Kullback-Leibler divergence, entropy, and
mutual information in terms of moments/cumulants.

I. INTRODUCTION

Consider the following threat model in any secrecy or
privacy problem where the adversary guesses a secret (crypto-
graphic key, password, identifier, etc.), modeled as a discrete
random variable X , using some observation output of some
side channel (power consumption, electromagnetic emanation,
acoustic noise, timing, etc.) modeled as a real-valued random
variable Y . In side-channel applications targeting cryptographic
implementations, the observation is generally made by some
noisy measurement of a sensitive variable Z, an unknown
(possibly randomized) function of the secret X which depends
on the implementation. The noise is often modeled as Gaussian
N ∼ N (0, σ2

N ) independent of (X,Z), and the observed
Y = Z + N is the output of an AWGN channel. We are
interested in how mutual information

I(X;Y ) = h(Z +N)− h(Z +N | X) (1)

decreases as noise power σ2
N increases, that is, in a typical small

signal-to-noise scenario. The aim is to provide a theoretical
leakage quantification as a dependency metric between secret X
and attacker’s observation Y . This is particularly interesting
for the designer who needs to evaluate the robustness of a
given implementation to side-channel attacks.

Most practical side-channel attacks actually rely on cor-
relation, because it is well adapted to the Gaussian nature
of the measurement noise while also being much faster than
direct likelihood estimation or so-called “mutual information
analysis” [1]. To protect the implementation in practice against
such attacks, the cipher algorithm works with some masking
scheme in such a way that leakage is perfectly balanced at all
orders k < K:

E(Zk|X) = E(Zk) a.s. (k = 1, 2, . . . ,K − 1). (2)

Expanding powers Y k = (Z +N)k and using the fact that N
is independent of X , it follows by induction that

E(Y k|X) = E(Y k) a.s. (k = 1, 2, . . . ,K − 1). (3)

The order K is referred to as the high-order correlation
immunity (HCI) degree by Carlet et al. [2]. It corresponds

to the smallest moment of leakage that may depend on the
secret. As a result, any attack from observation Y based on
correlation analysis of degree k < K necessarily fails; K is
the minimal attack order that can possibly succeed.

HCI is now commonly adopted in quantifying security
leakage in side-channel attacks. For example, the “quantitative
masking strength” defined in [3] vanishes if and only if HCI> 1;
similarly [4] defines “information leakage” of order 1 and 2
as being first and second-moment quantities which vanish
precisely when HCI is greater than 1 and 2, respectively.

The question now becomes: How does mutual information
I(X;Y ) capture the fact that the kth order conditional moment
mK(Y |X = x) = E(Y K |X = x) depends on x when the
noise increases?

Carlet et al.’s statement [2] is that I(X;Y ) is asymptotically
O(σ−2KN ) as σN → ∞. This was taken as a fundamental
result in the field of side-channel analysis. It was leveraged
to illustrate the strength of leakage squeezing [5, Fig. 4], to
compare different countermeasures [6], [7], and was extended
in [8] in the case of a code-based masking implementation
where countermeasures can reduce mutual information by
increasing the dual distance of the code and reducing its kissing
number.

Carlet et al.’s derivation [2], however, is based on Cardoso’s
small cumulant approximation [9, Eq. (41)] which in fact
replaces Kullback-Leibler divergence by its quadratic approxi-
mation [9, Eq. (29)]. As shown in this paper, this results in a
problematic expansion of mutual information [2, Eq. (6)], with
erroneous coefficients. We make the appropriate corrections
and find the correct asymptotic equivalent of I(X;Y ) up to
K = 6. Our main result is then the following1.

Theorem 1: Let X,Z be (discrete or continuous) real-valued
random variables satisfying (2) at orders k = 1, 2, . . . ,K − 1
but not at order K (i.e., with at least one value x such that
E(ZK |X = x) 6= E(ZK)). Then if 3 ≤ K ≤ 6, the following
asymptotic equivalence holds as σN →∞:

I(X;Y ) ∼
Var
(
E(ZK |X)

)
2 ·K! · (σ2

N + σ2
Z)
K

(4)

where σ2
Z = Var(Z) denotes variance and Var

(
E(ZK |X)

)
denotes inter-class variance.

While establishing a rigorous foundation of the concept of
HCI, this theorem fills the gap in proving Carlet et al.’s main

1Throughout we use natural logarithms so that informational quantities are
expressed in nats.



result [2, Thm. 1], while also giving the correct asymptotic
equivalent for 3 ≤ K ≤ 6.

Higher protection orders K > 6 are overkill in practical im-
plementations because the computational complexity increases
at least quadratically with K. For this reason, they are currently
unfeasible in embedded systems, and of theoretical interest only.
We show that such high orders K actually involve additional
cross-terms in the approximation of I(X;Y ) which make the
asymptotic equivalent not as simple as in (4), but which can
still be derived using the method of this paper.

Our strategy to find the the asymptotic equivalent of I(X;Y )
(and in particular to prove Theorem 1) is to rewrite the mutual
information in terms of non-Gaussianity terms:

I(X;Y ) = h(Y ∗|X)− h(Y | X)−
(
h(Y ∗)− h(Y )

)
= D(Y ‖Y ∗ | X)−D(Y ‖Y ∗)

(5)

where Y ∗ is a Gaussian random variable independent of X
(hence h(Y ∗|X) = h(Y ∗)) with the same first and second
order moments as Y . We then go beyond the quadratic
cumulant approximation of Cardoso [9, Eq. (29)] and investigate
how Kullback-Leibler divergences D(Y ‖Y ∗) and D(Y ‖Y ∗|X)
behave as σ increases, using a Gram-Charlier expansion [10]
in terms of a sequence of “modified moments”.

The remainder of the paper is organized as follows. Section II
reviews a kind of Gram-Charlier expansion and derives the
corresponding non-Gaussianity expansions. Section III gives
the resulting expansions of mutual information and explains
how to extend (4) to the problematic cases K > 6. Numerical
validation is carried out in Section IV in a practical code-based
masking scheme in AES with Hamming weight leakage model.

II. CUMULANT EXPANSION OF NON-GAUSSIANITY

The non-Gaussianity of Y , defined as the Kullback-Leibler
divergence D(Y ‖Y ∗), is a nonnegative quantity which vanishes
if and only if Y is Gaussian. For notational convenience write
µ = µY = µY ∗ and σ = σY = σY ∗ . Because Y and Y ∗ share
the same mean µ and variance σ2, it is convenient to write
their densities in the form 1

σf(
y−µ
σ ) and 1

σ g(
y−µ
σ ), respectively,

where f and g are standardized densities (in particular g =
N (0, 1)). Since Kullback-Leibler divergence is invariant by
invertible transformations, non-Gaussianity also writes

D(Y ‖Y ∗)=D
(
Y−µ
σ

∥∥Y ∗−µ
σ

)
=D(f‖g)=

∫
f log

f

g
. (6)

A. Density Expansion

As σN increases, σ =
√
σ2
N + σ2

Z → ∞ but high-order
cumulants κ3, κ4, . . . , κK of Y remain bounded. In fact for
k ≥ 3, κk = κk(Y ) = κk(Z) + κk(N) = κk(Z) are kept
constant. On the other hand since Y ∗ is Gaussian, all its high-
order cumulants are zero. This, as we show in the next Lemma,
can be used to show that the Gaussian noise N dominates in
Y = Z +N so that f will approach the Gaussian g:

Lemma 1 (Gram-Charlier Expansion):

f(x)

g(x)
= 1 +

K∑
k=3

m̃k

k!σk
Hk(x) + o

( 1

σK
)

(7)

where Hk is the k-th Hermite polynomial (H3(x) = x3 − 3x,
H4(x) = x4 − 6x2 + 3, H5(x) = x5 − 10x3 + 15x, etc.) and
where the “modified moments” m̃k satisfy the recursion

m̃k = κk +

k−3∑
j=3

(
k − 1

j

)
m̃jκk−j . (8)

The modified moments are computed exactly as the genuine
moments mk are computed from the cumulants κk using
Smith’s formula [11], except that κ1 and κ2 are absent.
Thus m̃1 = m̃2 = 0, m̃3 = κ3, m̃4 = κ4, m̃5 = κ5,
m̃6 = κ6+10κ23, m̃7 = κ7+35κ3κ4, etc. Notice that modified
moments, like high-order cumulants, are bounded as σ →∞.

Proof: By definition of cumulants, the characteristic
function φY (t) = E(eitY ) of Y can be factorized as

φY (t) = φY ∗(t) eψ(t) (9)

where φY ∗(t) = eiµY t−σ2
Y t

2/2 is the characteristic function of
Y ∗ ∼ N (µ, σ2) and ψ(t) =

∑K
k=3 κk

(it)k

k! + o(tK). Taking
the exponential we expand expψ(t) = 1 +

∑K
k=3 m̃k

(it)k

k! +
o(tK). The coefficients m̃k can be found by Taylor’s formula
and Leibniz’s rule: ikm̃k = (eψ)(k)(0) = (ψ′eψ)(k−1)(0) =∑
j

(
k−1
j

)
(eψ)(j)(0)ψ(k−j)(0) which simplifies to (8). Now (9)

becomes

φY (t) =
(
1 +

K∑
k=3

m̃k

k!
(it)k

)
φY ∗(t) + o(tK)φY∗(t). (10)

Taking the inverse Fourier transform gives the density of Y :

1

σ
f
(y − µ

σ

)
=
(
1 +

K∑
k=3

m̃k

k!
(− d

dy
)k
) 1
σ
g
(y − µ

σ

)
+R(y)

where we have used that multiplication by (−it) in the Fourier
domain (characteristic function) corresponds to differentiation.
Now by the defining property of Hermite polynomials,

(− d

dy
)kg
(x− µ

σ

)
=

1

σk
Hk

(x− µ
σ

)
· g
(x− µ

σ

)
.

The o(tK) term in (10) having at most polynomial growth at
infinity, we can apply Watson’s lemma [12, Chap. 2] for the
remainder term R(y), which gives R(y) = o(σ−K) (with at
most polynomial growth in y at infinity). Letting x = x−µ

σ
and dividing by g(x) > 0 gives the announced expansion.

Remark 1: Contrary to what seems to be a popular belief
in the literature (see e.g., [9]), the coefficients multiplying the
Hermite polynomials in the Gram-Charlier expansion (7) are
not just cumulants κk, but “modified moments” m̃k, which
differ from cumulants as soon as k ≥ 6.

B. Divergence Expansion

Theorem 2: The expansion of divergence in power of 1
σ is

of the form

D(f‖g) =
K∑
k=3

ck
2k!σ2k

+ o
( 1

σ2K

)
(11)



where ck = m̃2
k + other terms of the form αmm̃k1m̃k2 · · · m̃km

where m ≥ 3 and k1 + k2 + · · ·+ km = 2k.
Proof: Using (7) in the form f

g = 1 + h where h =∑K
k=3

m̃k

k!σkHk(x)+O(σ−K), we proceed to expand D(f‖g) =∫
g(1 + h) log(1 + h) where (1 + h) log(1 + h) = h + h2

2 −
h3

6 + h4

12 + · · ·+ o(hK). Substituting gives

D(f‖g)=
∫
gh+

1

2

∫
gh2−1

6

∫
gh3+

1

12

∫
gh4+· · ·+o

(∫
ghK

)
.

(12)
By the orthogonality property of Hermite polynomials∫

gHkHl = k! δkl, (13)

one has
∫
gHk =

∫
gHkH0 = 0 (k > 0) hence

∫
gh = 0.

Moreover, by orthogonality,
∫
gh2 =

∑K
k=3

(
m̃k

k!σk

)2
k! +

o(σ−2K) =
∑K
k=3

m̃2
k

k!σ2k + o(σ−2K). Thus the quadratic part
1
2

∫
gh2 accounts for the m̃2

k

2k!σ2k terms (k ≥ 3).
The expansion of all higher-order terms

∫
ghm (m ≥ 3)

involve terms of the form m̃k1
m̃k2
···m̃km

σk1+k2+···+km

∫
gHk1Hk2 · · ·Hkm .

Since each Hermite polynomial Hk has the same parity as its
degree k, all such terms vanish if k1 + k2 + · · ·+ km is odd.
Hence there remains only terms in 1

σ2k as stated.
Remark 2: The asymptotic D(f‖g) = 1

2

∫
gh2+o

(
1
2

∫
gh2
)

was already proved in [13, Lemma 1].

C. First Few Terms in the Divergence Expansion

We can carry out the computations up to K = 6. The cubic
and quartic terms can be evaluated at first orders using the
special values [14, §6.8]:

∫
gH2

3H4 = 3!3!4!
1!2!2! = 216,

∫
gH3

4 =
4!4!4!
2!2!2! = 1728,

∫
gH3H4H5 = 5!4!3!

3!2!1! = 1440,
∫
gH2

3H6 =
3!3!6!
0!3!3! = 720, and

∫
gH4

3 = 3 3!4

0!43!2 + 6 3!4

0!21!22!2 + 3!4

1!6 = 3348,
plus the fact that all terms in odd powers of σ are zero (since
they involve integrals

∫
gHkHlHm = 0 when k + l +m is

odd). After some calculation we obtain∫
gh3 =

648

σ10

(m̃3

3!

)2 m̃4

4!
+

1728

σ12

(m̃4

4!

)3
+

8640

σ12

m̃3

3!

m̃4

4!

m̃5

5!

+
2160

σ12

(m̃3

3!

)2 m̃6

6!
+O

( 1

σ14

)
and ∫

gh4 =
3348

σ12

(m̃3

3!

)4
+O

( 1

σ14

)
.

Putting all pieces together and expressing modified moments
in terms of cumulants, we obtain

D(f‖g) = m̃2
3

12σ6
+

m̃2
4

48σ8
+

m̃2
5

240σ10
− m̃2

3m̃4

8σ10
+

m̃2
6

1440σ12

− m̃3
4

48σ12
− m̃3m̃4m̃5

12σ12
− m̃2

3m̃6

72σ12
+

31m̃4
3

144σ12
+O

( 1

σ14

)
=

κ23
12σ6

+
κ24

48σ8
− κ23κ4

8σ10
+

κ25
240σ10

+
7κ43
48σ12

− κ34
48σ12

− κ3κ4κ5
12σ12

+
κ26

1440σ12
+O

( 1

σ14

)
.

(14)
Remark 3: In order to check the validity of (14), we can

recover a known expression in a different model (with entirely

different assumptions and application). Instead of having Y =
Z +N , suppose that Y = Y1 + Y2 + · · ·+ Yn where the Yi’s
are i.i.d. with mean µ, variance σ2, and high-order cumulants
κ3, κ4, . . . . The previous expansions can be used by replacing
σ by

√
nσ, κk by nκk, and letting n → +∞. The Gram-

Charlier expansion, re-ordered in powers of 1√
n

, becomes the
Edgeworth expansion
f

g
=1+

κ3
6σ3
√
n
H3 +

κ4
24σ4n

H4+
κ23

72σ6n
H6+

κ5
120σ5n

√
n
H5

+
κ4κ3

144σ7n
√
n
H7+

κ33
1296σ9n

√
n
H9+O

( 1

n2
)
.

(15)

It is easily seen that all O
(

1
σ14

)
terms in (14) are then

necessarily O
(

1
n3

)
. Four terms out of the eight in (14) are

also O
(

1
n3

)
, and there remains

D(f‖g) = κ23
12nσ6

+
κ24

48n2σ8
− κ23κ4

8n2σ10
+

7κ43
48n2σ12

+O
( 1

n3

)
(16)

which is exactly the result of Comon [15, Thm 14] for his
“negentropy” D(f‖g) = h(g)− h(f) = 1

2 log(2πeσ
2)− h(f).

Remark 4: The expansion (14) contrasts with Cardoso’s small
cumulant approximation to the Kullback-Leibler divergence [9,
Eq. (41)] which in our setting would read

κ23
12σ6

+
κ24

48σ8
+

κ25
240σ10

+
κ26

1440σ12
+ · · ·

The difference with (14) is due to two facts: (a) as already
noticed in Remark 1, the coefficients of the Gram-Charlier
expansion (7) are not the cumulants κk for k ≥ 3, but the
modified moments m̃k, which differ from cumulants as soon
as k ≥ 6; (b) Cardoso’s derivation only takes the quadratic
approximation 1

2

∫
gh2 of divergence into account, ignoring

other terms such as
∫
gh3 = O( 1

σ10 ) which also contribute to
the approximation.

While (a) and (b) have no effect for the first two terms
D(f‖g) =

κ2
3

12σ6 +
κ2
4

48σ8 + O
(

1
σ10

)
, both result in annoying

higher-order cross-terms in the genuine expression (14) which
do not appear in [9]. Because of this, derivations based on [9,
Eq. (41)], particularly the main result of [2], become incorrect
as soon as O

(
1
σ10

)
terms are considered.

Remark 5: Since D(f‖g) = D(Y ‖Y ∗) = h(Y ∗)− h(Y ) =
1
2 log(2πeσ

2)−h(Y ) we have the following interesting expan-
sion of (differential) entropy:

h(Y ) =
1

2
log(2πeσ2)− κ23

12σ6
− κ24

48σ8
+
κ23κ4
8σ10

− κ25
240σ10

− 7κ43
48σ12

+
κ34

48σ12
+
κ3κ4κ5
12σ12

− κ26
1440σ12

+O
( 1

σ14

)
.

(17)

III. CUMULANT EXPANSION OF MUTUAL INFORMATION

A. Mutual Information Expansion

We now apply the expansion (14) to both terms D(Y ‖Y ∗)
and D(Y ‖Y ∗ | X) in (5). To simplify the derivation we assume
that (K−1)th order protection (2) holds at least for the first two
moments (hence K ≥ 3): µ = µY = µY |X=x and σ = σY =



σY |X=x for all x. We can, therefore, apply (14) for D(Y ‖Y ∗)
and D(Y ‖Y ∗ | X = x) for a given secret value x, and then
take the expectation over X . Letting κk(Z) = κk(Y ) = κk
and κk(Z|X = x) = κk(Y |X = x) (k ≥ 3) be the high-order
cumulants of Z and Z|X = x, respectively, we readily obtain

I(X;Y ) =
Eκ23(Z|X)− κ23(Z)

12σ6
+

Eκ24(Z|X)− κ24(Z)
48σ8

−
E
(
κ23(Z|X)κ4(Z|X)

)
− κ23(Z)κ4(Z)

8σ10
+

Eκ25(Z|X)− κ25(Z)
240σ10

+
7
(
Eκ43(Z|X)− κ43(Z)

)
48σ12

− Eκ34(Z|X)− κ34(Z)
48σ12

−
E
(
κ3(Z|X)κ4(Z|X)κ5(Z|X)

)
− κ3(Z)κ4(Z)κ5(Z)

12σ12

+
Eκ26(Z|X)− κ26(Z)

1440σ12
+O

( 1

σ14

)
.

(18)
Remark 6: This contrasts with the high-order expansion of

mutual information in [2, Eq. (6)] which reads

I(X;Y )=
E
(
κ3(Z|X)−κ3(Z)

)2
12σ6

+
E
(
κ4(Z|X)−κ4(Z)

)2
48σ8

+
E
(
κ5(Z|X)−κ5(Z)

)2
240σ10

+
E
(
κ6(Z|X)−κ6(Z)

)2
1440σ12

+O
( 1

σ14

)
.

The difference with (18) is due to three facts: (a) and (b) leading
to annoying cross-terms in the non-Gaussianity expansion, as
explained in Remark 4; (c) terms of the form Eκ2k(Z|X) −
κ2k(Z) can be written as variances

Eκ2k(Z|X)− κ2k(Z) = E
(
κk(Z|X)− κk(Z)

)2
(19)

only under the condition that κk(Z) = Eκk(Z|X). This
condition indeed holds for k = 3, 4, 5 under the above
assumptions because of the well-known expressions of κ3,
κ4, and κ5 in terms of moments m1, m2, m3, m4, m5,
where the quantities m1(Z|X = x) = E(Z|X = x) =
E(Z) = m1(Z) and m2(Z|X = x) = E(Z2|X = x) =
E(Z2) = m2(Z) do not depend on X = x and where
mk(Z) = E(Zk) = E E(Zk|X) = Emk(Z|X). However,
the condition κk(Z) = Eκk(Z|X) is no longer satisfied for
k = 6 because of the −10m2

3 term in the expression of κ6 =
m6−6m5m1−15m4m2+30m4m

2
1−10m2

3+120m3m2m1−
120m3m

3
1 + 30m3

2 − 270m2
2m

2
1 + 360m2m

4
1 − 120m6

1.
While (a), (b), and (c) have no effect for the first two terms

I(X;Y ) = E(κ3(Z|X)−κ3(Z))2

12σ6 + E(κ4(Z|X)−κ4(Z))2

48σ8 + O
(

1
σ10

)
,

they result in annoying higher-order cross-terms in the genuine
expression (18) which do not appear in [2].

Proof of the main Theorem 1: The HCI condition (2)
states that mk(Z|X) = mk(Z) a.s. for k < K. Now from
the well-known formulas expressing cumulants in terms of
moments, one has κk(Z|X) = mk(Z|X)+ lower-order terms
in m1(Z|X) = m1(Z), . . . ,mk−1(Z|X) = mk−1(Z). It
follows that κk(Z|X) = κk(Z) a.s. for k < K while
for k = K, we have κK(Z|X) − mK(Z|X) = κK(Z) −
mK(Z). Thus, κK(Z|X) − κK(Z) = mK(Z|X) − mK(Z)
and in particular EκK(Z|X) − κK(Z) = EmK(Z|X) −
mK(Z) = E E(ZK |X)−E(ZK) = 0. Therefore, we can write

Eκ2K(Z|X) − κ2K(Z) = Var
(
κK(Z|X)

)
= E

(
κK(Z|X) −

κK(Z)
)2

= E
(
mK(Z|X)−mK(Z)

)2
= Var

(
mK(Z|X)

)
=

Var
(
E(ZK |X)

)
which is nonzero since E(ZK |X) is not

constant a.s.
By examination of (18) when K ≤ 6, it is easily seen that

I(X;Y ) =
Eκ2K(Z|X)− κ2K(Z)

2 ·K! · σ2K
+ o
( 1

σ2K

)
=

Var
(
E(ZK |X)

)
2 ·K! · σ2K

+ o
( 1

σ2K

) (20)

where σ2 = σ2
Y = σ2

N + σ2
Z .

Remark 7: What makes the proof of Theorem 1 work in that
in (14), all terms in 1

σ2k (k = 3, 4, 5, 6) involve only cumulants
of order ≤ k.

This property, however, does not generalize to higher orders.
In fact by Theorem 2, there is at least one additional term in
1
σ14 in the form α3m̃8m̃

2
3 (since 8 + 3 + 3 = 14) which will

contribute to a term α3κ
2
3(Z)(Eκ8(Z|X)−κ8(Z))

σ14 in addition of
the Eκ2

7(Z|X)−κ2
7(Z)

10080·σ14 of (20). Assuming κ3(Z) 6= 0, we still
have I(X;Y ) = O(σ−2K) for K = 7 but with a different
asymptotic equivalent.

Furthermore, again assuming κ3(Z) 6= 0, for K = 8

the term α3κ
2
3(Z)(Eκ8(Z|X)−κ8(Z))

σ14 still contributes to mutual
information so that in the case it is no longer true that
I(X;Y ) = O(σ−2K). We still have I(X;Y ) = O(σ−14)
instead of I(X;Y ) = O(σ−16).

Incidentally, when κ3(Z) = 0 (e.g., when K’s distribution
is symmetric) the above mentionned annoying cross-terms
disappear and Theorem 1 becomes valid not only for K =
3, 4, 5, 6 but also for K = 7 and 8.

In general for higher orders, the terms αmm̃k1m̃k2 · · · m̃km

(m ≥ 3, ki ≥ 3, k1 + k2 + · · · + km = 2k) of Theorem 2
will contribute to I(X;Y ) only when all ki are necessarily
< K. Since the maximum possible ki is 2k − 6 (for m = 3,
the other two ki’s being equal to 3), we must have at least (2)
satisfied at order 2k−5 to ensure that I(X;Y ) = O(σ−2(k+1)).
Therefore, for K ≥ 7, I(X;Y ) = O(σ−2K) requires an HCI
at least 2K − 7.

In practice, extremely high-order protection (K = 6, 7, . . .)
is unthinkable for all implementations. Hence Theorem 1 will
apply to all cases of interest. In the following section we
illustrate this using a code-based masked implementation.

IV. NUMERICAL SIMULATIONS

Consider an advanced encryption standard (AES [16]) block
cipher, which takes in input a plaintext of 16 bytes, and outputs
a ciphertext of the same size. The attacker is able to monitor
inputs and outputs, but does not know the secret key. In such a
cryptographic algorithm, it is practically impossible to deduce
the secret from inputs and outputs: all the security relies on the
secrecy of the key, in keeping with Kerckhoffs’s principle [17]
(a.k.a. Shannon’s maxim [18]).

Side-channel attacks consist in measuring power consump-
tion [19] or electromagnetic (EM) waves [20] produced during
the execution of the AES algorithm. As shown in Fig. 1, the
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Fig. 1. Public information (plaintext and ciphertext) available to an attacker
and first-round key-dependent intermediate (discrete) value, put in front of
corresponding side-channel execution traces (analog) observed by the attacker.

attacker measures waveforms corresponding to the side-channel
emanation of the AES computation. Such side information
(repeatedly collected many times) is correlated to the secret key,
and the attacker tries to exploit it in order to validate assump-
tions on small chunks of the key. In Fig. 1, the reference 128-
bit key is 0x2b7e151628aed2a6abf7158809cf4f3c
(taken as an example in the NIST specification [16, Ap-
pendix A]) and the guessed values are that of the first round of
AES, which consists in the application of AES SubBytes on the
plaintext XORed with the key. The measured waveforms are
time series of power or EM emanations, which depend on the
plaintext (or equivalently, on the ciphertext, since encryption
is symmetric). Some specific samples depend on small chunks
of the plaintext/ciphertext and of the secret key, and are used
by the attacker to assess hypotheses on the key.

We consider a practical case where the block cipher
algorithm is protected by a masking scheme [21]. Firstly,
to demonstrate Theorem 1, we target a dth-order masking
scheme [8] in which the key chunk X ∈ Fq is encoded as(
X ⊕ (

∑d
i=1 Ci ⊗Mi), M1, . . . Md

)
, using an independent

uniformly distributed mask M = (M1, . . . ,Md) ∈ Fdq and a
nonzero constant C ∈ Fdq . Here ⊕ and ⊗ denote the addition
and multiplication, respectively, in a finite field Fq = F16

2.
Hamming weight model with a Gaussian noise is a commonly

used model in side-channel analysis. For instance, considering
d = 2, the leaked sensitive variable is modeled as a Z =
wH (X ⊕ (C1 ⊗M1)) + wH(M1) where wH(·) denotes the
Hamming weight (number of nonzero bits) and Y = Z +N
where N ∼ N (0, σ2

N ). Similarly, the Hamming weights of
each share are summed together in the five-share case. As
demonstrated in [8] and shown in Table I, both HCI K and
Var
(
E(ZK |X)

)
change with different choices of C. We can,

therefore, validate Theorem 1 in multiple cases.

2The irreducible polynomial we used in this paper is α4 + α+ 1 for F16.

In fact, since X is taken as uniformly distributed, Hamming
weights’ distribution is of a binomial type, which is symmetric,
hence κ3(Z) = 0. Thus in our setting Theorem 1 should be
valid at least up to K = 8.

TABLE I
DIFFERENT K AND Vk = Var

(
E(Zk|X)

)
(k = 1, . . . ,K) BY USING

DIFFERENT C (IN DECIMAL REPRESENTATION).

X,C ∈ F16 X ∈ F16, C ∈ F3
16 X ∈ F16, C ∈ F4

16

C 1 3 C (2,1,1) (6,1,1) C (6,1,2,4) (6,2,4,5) (6,7,2,2)
K 2 3 K 4 5 K 6 7 8

V1 ∼ V5 0 0 0
V1 0 0 V 1 ∼ V3 0 0 V6 253.13 0 0
V2 1 0 V4 6.75 0 V7 - 3100.78 0
V3 - 2.25 V5 - 42.19 V8 - - 74418.75

The numerical results of mutual information are shown in
Fig. 2 in log-log scale, where slope −K indicate I(X;Y ) ∼
Cst · σ−2KN . We observe the first nonzero order expansion of
mutual information dominates when the noise level is high
enough (e.g., when σ2

N ≥ 10). Overall Theorem 1 gives an
accurate approximation of mutual information in all practical
cases.

1.0 0.8 0.6 0.4 0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
Noise level: log10( 2)

16

14

12

10

8

6

4

2

0

M
ut

ua
l i

nf
or

m
at

io
n:

 lo
g 1

0(
I(X

;Y
)) Approximation by Theorem 1

Numerical calculation

K=2, C=1
K=3, C=3
K=4, C=[2,1,1]
K=5, C=[6,1,1]
K=6, C=[6,1,2,4]
K=7, C=[6,2,4,5]
K=8, C=[6,7,2,2]

Fig. 2. Numerical validation of Theorem 1 by taking different C (or C)
therefore different K ∈ {3, 4, 5, 6, 7, 8} and Var

(
E(ZK |X)

)
.

V. CONCLUSION

In this paper, we presented a cumulant-based expansion
of Kullback-Leibler divergence and mutual information with
application to side-channel analysis. We fixed the mathematical
issue that existed in the literature and proposed a rigorous proof
for the main result in [2] in most cases of interest.
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