
Dynamic Parallelism in Consortium Blockchains

Goals: Define and design a blockchain protocol enabling parallel processing of conflict-free trans-
actions

Tools: Logic, algorithmic reasoning, programming

Prerequisites: basic knowledge of distributed algorithms, basic concurrent programming skills,
curiosity and persistence

Summary

The prominent blockchain technology implements a public ”ledger”: a decentralized consistent
history of transactions proposed by an open set of participating processes. This problem can be
seen as an instance of fault-tolerant state-machine replication [7], prominent examples of which are
the crash-tolerant Paxos protocol by Lamport [4] and the PBFT system by Castro and Liskov [3]
tolerating arbitrary (Byzantine) faults. These systems use instances of consensus protocols in order
to ensure that users get consistent views of the system evolution.

Downslides of classical consensus protocols are lack of scalability and the need for a fixed
or properly reconfigurable set of participants out of which The original blockchain protocol [6]
achieving nondeterministic consistency in an open (so called permissionless) system via the difficulty
of the imposed proof of work. Proof-of-work is notoriously slow and energy-demanding, so more and
more attention is paid to consortium blockchains [2] which maintain an open set of participants
that can propose transactions, but only a controlled set of consensus nodes are to agree on the
order in which the transactions (also known as smart contracts) are applied.

Maintaining a total order on transactions may not be necessary: intuitively, nonconflicting
transactions may be accepted in parallel without consensus. The goal of this project is to explore to
which extent this can be done, for example, employing ideas developed in the distributed computing
community (see, e.g., [1]) for the crash-tolerant settings [5]. An immediate difficulty here is to bound
the effect malicious Byzantine nodes may have on the system state. The expected outcome of the
project is a prototype of a consortium blockchain providing dynamic parallelism to nonconflicting
transactions.
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