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The proof of the heuristic is in the computing.
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Operations on standard automata

$$
\mathcal{A}+\mathcal{B}
$$

$$
\mathcal{A} \cdot \mathcal{B}
$$

$$
\mathcal{A}^{*}
$$

Example $\mathrm{E}_{1}=\left(a^{*} b+b b^{*} a\right)^{*}$


## The standard automaton of an expression

Definition of a standard automaton


$$
\mathcal{A}=\left\langle(1 \square),\left(\begin{array}{c|c}
0 & J \\
\hline 0 & F \\
\hline
\end{array}\right),\binom{c}{\vdots}\right\rangle
$$

Operations on standard automata

$$
\mathcal{A}+\mathcal{B} \quad \mathcal{A} \cdot \mathcal{B}
$$

$\mathcal{A}^{*}$

Proposition
Size of $\mathcal{S}_{\mathrm{E}}$ is $\ell(\mathrm{E})+1$
Proposition
The complexity of $\Delta_{d}$ is cubic

## The standard automaton of an expression

Definition (Brüggemann-Klein 92)
$E$ is in star-normal form (SNF) if and only if for any $F$ such that $F^{*}$ is a subexpression of $E, c(F)=0$

## The standard automaton of an expression

Definition (Brüggemann-Klein 92)
$E$ is in star-normal form (SNF) if and only if for any $F$ such that $F^{*}$ is a subexpression of $E, c(F)=0$

Theorem (B-K 92)
For any $E$, an $E^{\bullet}$ can be computed in linear time, s.t.
(i) $\mathrm{E}^{\bullet}$ is in star-normal form
(ii) $\mathcal{S}_{\mathrm{E} \cdot}=\mathcal{S}_{\mathrm{E}}$

## The standard automaton of an expression

Definition (Brüggemann-Klein 92)
$E$ is in star-normal form (SNF) if and only if for any $F$ such that $F^{*}$ is a subexpression of $E, c(F)=0$

Theorem (B-K 92)
For any E , an $\mathrm{E}^{\bullet}$ can be computed in linear time, s.t.
(i) $\mathrm{E}^{\bullet}$ is in star-normal form
(ii) $\mathcal{S}_{\mathrm{E} \cdot}=\mathcal{S}_{\mathrm{E}}$

Theorem (B-K 92)
Computation of $\mathrm{E}^{\bullet}$ is quadratic

The derived term automaton of an expression

- Standard automaton of E
- Derived term automaton of E
position, Glushkov
Brzozowski-Antimirov
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## The Brzozowski derivation

Definition (Brzozowski 64)
$\mathrm{E} \in \operatorname{Reg} \mathrm{E} A^{*} \quad \frac{\partial}{\partial a} \mathrm{E}$ is defined by induction.

$$
\begin{aligned}
& \frac{\partial}{\partial a} 0=\frac{\partial}{\partial a} 1=\emptyset, \quad \frac{\partial}{\partial a} b= \begin{cases}\{1\} & \text { if } \quad b=a \\
\emptyset & \text { otherwise }\end{cases} \\
& \frac{\partial}{\partial a}(E+F)=\frac{\partial}{\partial a} E+\frac{\partial}{\partial a} F \\
& \frac{\partial}{\partial a}(E \cdot F)=\left[\frac{\partial}{\partial a} E\right] \cdot F+c(E) \frac{\partial}{\partial a} F \\
& \frac{\partial}{\partial a}\left(E^{*}\right)=\left[\frac{\partial}{\partial a} E\right] \cdot E^{*}
\end{aligned}
$$

## The Brzozowski derivation

Definition (Brzozowski 64)
$\mathrm{E} \in \operatorname{Reg} \mathrm{E} A^{*} \quad \frac{\partial}{\partial a} \mathrm{E}$ is defined by induction.

$$
\begin{aligned}
& \frac{\partial}{\partial a} 0=\frac{\partial}{\partial a} 1=\emptyset, \quad \frac{\partial}{\partial a} b= \begin{cases}\{1\} & \text { if } \\
\emptyset & b=a \\
\text { otherwise }\end{cases} \\
& \frac{\partial}{\partial a}(E+F)=\frac{\partial}{\partial a} E+\frac{\partial}{\partial a} F \\
& \frac{\partial}{\partial a}(E \cdot F)=\left[\frac{\partial}{\partial a} E\right] \cdot F+c(E) \frac{\partial}{\partial a} F \\
& \frac{\partial}{\partial a}\left(E^{*}\right)=\left[\frac{\partial}{\partial a} E\right] \cdot E^{*}
\end{aligned}
$$

Theorem (Brzozowski 64)
For every E , there is a finite number of derivatives modulo A, C , and I

The Brzozowski-Antimirov derivation
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## The Brzozowski-Antimirov derivation

Definition (Brzozowski 64 - Antimirov 96)
$\mathrm{E} \in \operatorname{Reg} E A^{*} \quad \frac{\partial}{\partial a} \mathrm{E}$ is defined by induction.

$$
\begin{aligned}
& \frac{\partial}{\partial a} 0=\frac{\partial}{\partial a} 1=\emptyset, \quad \frac{\partial}{\partial a} b= \begin{cases}\{1\} & \text { if } \quad b=a \\
\emptyset & \text { otherwise }\end{cases} \\
& \frac{\partial}{\partial a}(E+F)=\frac{\partial}{\partial a} E \cup \frac{\partial}{\partial a} F \\
& \frac{\partial}{\partial a}(E \cdot F)=\left[\frac{\partial}{\partial a} E\right] \cdot F \cup c(E) \frac{\partial}{\partial a} F \\
& \frac{\partial}{\partial a}\left(E^{*}\right)=\left[\frac{\partial}{\partial a} E\right] \cdot E^{*}
\end{aligned}
$$

## The Brzozowski-Antimirov derivation

Definition (Brzozowski 64 - Antimirov 96)
$\mathrm{E} \in \operatorname{Reg} E A^{*} \quad \frac{\partial}{\partial a} \mathrm{E}$ is defined by induction.

$$
\begin{aligned}
\frac{\partial}{\partial a} 0=\frac{\partial}{\partial a} 1 & =\emptyset, \quad \frac{\partial}{\partial a} b= \begin{cases}\{1\} & \text { if } \begin{array}{l}
b=a \\
\text { otherwise }
\end{array} \\
\frac{\partial}{\partial a}(E+F)=\frac{\partial}{\partial a} E \cup \frac{\partial}{\partial a} F \\
\frac{\partial}{\partial a}(E \cdot F)=\left[\frac{\partial}{\partial a} E\right] \cdot F \cup c(E) \frac{\partial}{\partial a} F \\
\frac{\partial}{\partial a}\left(E^{*}\right)=\left[\frac{\partial}{\partial a} E\right] \cdot E^{*} \\
\frac{\partial}{\partial a}\left[\bigcup_{i \in I} E_{i}\right]=\bigcup_{i \in I} \frac{\partial}{\partial a} E_{i}, \quad\left[\bigcup_{i \in I} E_{i}\right] \cdot F=\bigcup_{i \in I}\left(E_{i} \cdot F\right) . \\
\frac{\partial}{\partial f a} E=\frac{\partial}{\partial a}\left(\frac{\partial}{\partial f} E\right)\end{cases}
\end{aligned}
$$

## The Brzozowski-Antimirov derivation

Example $\mathrm{E}_{1}=\left(a^{*} b+b b^{*} a\right)^{*}$

$$
\begin{aligned}
\frac{\partial}{\partial a} \mathrm{E}_{1} & =\left\{a^{*} b \mathrm{E}_{1}\right\}, & \frac{\partial}{\partial b}\left(\mathrm{E}_{1}\right)^{*} & =\left\{\mathrm{E}_{1}, b^{*} a \mathrm{E}_{1}\right\}, \\
\frac{\partial}{\partial a} a^{*} b \mathrm{E}_{1} & =\left\{a^{*} b \mathrm{E}_{1}\right\}, & \frac{\partial}{\partial b} a^{*} b \mathrm{E}_{1} & =\left\{\mathrm{E}_{1}\right\}, \\
\frac{\partial}{\partial a}\left(b^{*} a \mathrm{E}_{1}\right)^{*} & =\left\{\mathrm{E}_{1}\right\}, & \frac{\partial}{\partial b}\left(b^{*} a \mathrm{E}_{1}\right)^{*} & =\left\{b^{*} a \mathrm{E}_{1}\right\} .
\end{aligned}
$$
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Theorem (Antimirov 96)
$\mathcal{A}_{\mathrm{E}}$ is an NFA which accepts $L(\mathrm{E})$
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## The Brzozowski-Antimirov derivation

Theorem (Antimirov 96)
$\mathcal{A}_{\mathrm{E}}$ is an NFA which accepts $L(\mathrm{E})$

and has less than $\ell(\mathrm{E})+1$ states

Theorem (Champarnaud-Ziadi 02)
$\mathcal{A}_{\mathrm{E}}$ is a quotient of $\mathcal{S}_{\mathrm{E}}$
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## The Brzozowski-Antimirov derivation

Theorem (Champarnaud-Ziadi 01)
Computation of $\mathcal{A}_{\mathrm{E}}$ is quadratic

Observation
Size of $\mathcal{A}_{\mathrm{E}}$ much smaller than size of $\mathcal{S}_{\mathrm{E}}$

$$
\text { when } \mathrm{E}=\Gamma(\mathcal{A}), \text { for a certain } \mathcal{A}
$$

Observation
Even for $\mathrm{E}=\Gamma(\mathcal{A})$,
computation of $\mathcal{S}_{\mathrm{E}}$ followed by a quotient more effective than computation of $\mathcal{A}_{\mathrm{E}}$




